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Cellular and Molecular Pathways Regulating
Mammalian Sex Determination

CHRISTOPHER TILMANN AND BLANCHE CAPEL

Department of Cell Biology, Duke University Medical Center, Durham, North Carolina 27710

ABSTRACT

In mammals, sex is determined by the presence or absence of a single gene on the Y
chromosome, Sry. Sry, a member of the high mobility group family of transcription factors, is
required to initiate male-specific pathways and repress female-specific pathways. Expression of Sry
in the gonad, beginning at 10.5 days postcoitum, leads to the differentiation of the somatic supporting
cell precursors as Sertoli cells. These cells direct the other cells of the gonad into their respective
lineages. Currently, no direct targets of Sry are known. A number of cellular pathways initiated by
Sry are required for testis development. These include the proliferation of pre-Sertoli cells and
commitment to the Sertoli lineage, migration of cells from the adjacent mesonephros, and formation
of a male-specific vasculature. Work is underway to identify genes controlling these processes. These
genes will then be linked to Sry.

I. Introduction

Organisms that display sexually dimorphic phenotypes have evolved a
variety of mechanisms for determining sex. In worms and flies, sex is determined
by the ratio of X chromosomes to autosomes (Parkhurst and Meneely, 1994;
Cline and Meyer, 1996). Reptiles and fish use hormones, temperature, or
environmental cues to determine sex (Shapiro, 1990; Pieau et al., 2001). In
mammals, sex is determined genetically by the presence or absence of a Y
chromosome (Swain and Lovell-Badge, 1999; Capel, 2000).

In 1947, Alfred Jost showed that removal of the gonads from fetal rabbits
resulted in the development of female secondary sex characteristics, whether the
animal was XX or XY. These experiments showed that male secondary sex
characteristics depend upon the presence of a testis and led to the hypothesis that
female development was the “default” state, since no gonads were required to
specify female characteristics. Subsequently, the Y chromosome was found to be
consistently associated with male sexual development, regardless of the number
of X chromosomes present. The hypothetical factor on the Y chromosome
required for male differentiation was termed Tdy (for testis-determining factor on
the Y chromosome).
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In 1990, studies performed in humans on sex-reversed XX males revealed
that a 35-kb region of the Y chromosome was capable of causing sex reversal
when transferred to an X chromosome (Gubbay et al., 1990; Sinclair et al.,
1990). A single gene common to all mammals was found in this region and
named Sry (for sex-determining region of the Y chromosome). Expression
studies in mice revealed that Sry is expressed in the gonad from 10.5 days
postcoitum (dpc) to approximately 12.0 dpc, coincident with formation of the
gonad and initiation of testis development (Koopman et al., 1990; Hacker et al.,
1995; Bullejos and Koopman, 2001). Further studies showed that when a 14-kb
region containing this gene was introduced into XX mice as a transgene, testis
development and male secondary sexual differentiation occurred, proving that
Sry is Tdy (Koopman et al., 1991). However, these mice are sterile because other
genes on the Y chromosome are required for spermatogenesis.

The Sry gene encodes a member of the high mobility group (HMG) family
of transcription factors that has been shown to activate transcription by binding
and bending DNA (Kamachi et al., 2000). More recent experiments have begun
to reveal a role for HMG proteins in transcriptional repression as well (Zorn et
al., 1999). Thus, Sry may initiate the male pathway by activating testis-specific
genes and/or repressing genes that are specifically involved in ovarian develop-
ment. Other members of this family include Tcf1 (T-cell factor 1), Tcf4, Lef1
(lymphoid enhancer binding factor), and Sox (Sry-related box) genes. These
genes are involved in a number of developmental processes, ranging from
cartilage formation to specification of neural identity (Pevny and Lovell-Badge,
1997).

II. Origin and Development of the Gonads

In the mouse, the urogenital ridge develops from intermediate mesoderm,
beginning around 9.5 dpc. This starts with formation of the pronephros at the
anterior end of the body cavity. The mesonephros develops centrally and gives
rise to the gonads and adrenal glands. The metanephros, the area in which the
ureteric bud branches to form the kidney, develops more posteriorly. At 10.0 dpc,
the gonads begin to develop on the ventromedial surface of the mesonephroi. The
somatic cells of the gonad originate from both the mesonephros and the coelomic
epithelium, a single layer of epithelial cells that lines the coelomic cavity
(Byskov, 1986; Karl and Capel, 1998). In both XX and XY animals, primordial
germ cells (PGCs) first form at 7.5 dpc at the base of the allantois. As the embryo
undergoes morphogenesis, PGCs migrate through the gut mesentary and populate
the urogenital ridge at 9.5 dpc. The PGCs then populate the gonads as they are
beginning to form at 10.0 dpc (Ginsburg et al., 1990; Gomperts et al., 1994).
Until 11.5 dpc, the gonads in XX and XY individuals appear identical and are
capable of forming either testes or ovaries. By 12.5 dpc, the formation of testis
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cords can be seen in XY gonads, whereas no obvious changes occur in XX
gonads. XY gonads are noticeably larger than XX gonads by this time and
acquire a characteristic pattern of vasculature.

III. Cell Types of XX and XY Gonads

Available evidence indicates that the cells in XX and XY gonads are
bipotential and capable of differentiating along either the male or female pathway
(Koopman et al., 1990; Palmer and Burgoyne, 1991a; Albrect et al., 2001).
Expression of Sry in the XY gonadal primordium causes the somatic supporting
cell precursors of the gonad to differentiate as Sertoli cells. In the absence of Sry,
the somatic supporting cell precursors follow the ovarian pathway and eventually
become follicle cells.

The development of PGCs into either sperm or oocytes depends upon the
environment in which they reside (for a review, see McLaren, 1995). Regardless
of their chromosomal makeup (XX or XY), PGCs synchronously enter meiosis
by 13.5 dpc in the absence of any interference from Sertoli cells. In the ovary,
PGCs arrest in the first prophase of meiosis I until later ovulatory cycles
(McLaren and Southee, 1997; McLaren, 2000). Many experiments have shown
that PGCs are required for the differentiation of follicle cells; in the absence of
PGCs, follicles never form (Huang et al., 1993; Bedell et al., 1995). In contrast,
the differentiation of Sertoli cells and formation of testis cords are not dependent
upon PGCs; in the absence of PGCs, testis cords form normally. The differen-
tiation of Sertoli cells in the gonad leads to the enclosure of PGCs inside testis
cords and their arrest in mitosis before 13.5 dpc (Kurohmaru et al., 1992;
McLaren and Southee, 1997).

Sertoli cells are believed to act as an organizing center for the testis by
directing all other cell types into their respective lineages. Experiments with XX
7 XY mosaic mice revealed that the only cell type with a strong bias for a Y
chromosome is the Sertoli cell (Palmer and Burgoyne, 1991a). In mosaic gonads
that became testes, 90% of Sertoli cells were XY and 10% were XX. All other
somatic cell types displayed a 50/50 XX:XY distribution. From these results, it
was concluded that Sry-expressing Sertoli cells are capable of initiating the
differentiation of all other cell types within the testis. These experiments also
revealed that Sry is not required cell autonomously for Sertoli differentiation,
since 10% of Sertoli cells in these experiments were XX. It is likely that
Sry-expressing somatic cells are capable of recruiting other non-Sry-expressing
somatic cells into the Sertoli lineage. Sertoli cells – and probably follicle cell
precursors – have been shown to arise from the coelomic epithelium before 11.5
dpc. This led us to hypothesize that coelomic epithelial cells would express Sry
(Karl and Capel, 1998; Schmahl et al., 2000). However, more recent experiments
have localized Sry expression to a population of somatic cells that lies underneath
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the coelomic epithelium at 11.2 to 11.5 dpc (Bullejos and Koopman, 2001;
Albrecht et al., 2001). This expression pattern suggests that pre-Sertoli cells turn
on Sry and other genes required for Sertoli differentiation after they delaminate
from the coelomic epithelium and enter the gonad. It is also possible that an
additional population of Sertoli cells that express Sry arise from the mesone-
phros.

The Leydig cells of the XY gonad are required for production of testoster-
one, which initiates development of the male reproductive tract and male
secondary sex characteristics. All available data suggest that these cells originate
from the mesonephros before 11.5 dpc. Steroidogenic factor 1 (Sf1), a gene
expressed in steroid-producing cells of the adrenal and Leydig cells of the testis,
labels cells in the anterior end of the mesonephros prior to 11.5 dpc. These cells
contribute to the adrenal gland and the XY gonad and represent a likely source
of Leydig precursors (Hatano et al., 1996; Morohashi, 1997). In one electron
microscopy study, Leydig cells were identified among a marked population of
cells that had originated from the mesonephros (Merchant-Larios and Moreno-
Mendoza, 1998). Finally, experiments in which XY gonads were separated from
their mesonephroi at 11.5 dpc and cultured several days revealed that testosterone
still was produced by these gonads. This indicated that Leydig precursors already
are present in the gonad at 11.5 dpc (Merchant-Larios, 1979). The counterpart of
the Leydig cell in the ovary is the theca cell. Precursors of theca cells are not
identifiable early in the ovary but their origins are believed to be parallel to that
of Leydig cells.

The other known somatic lineages in the XY gonad include peritubular
myoid cells and endothelial cells. Myoid cells, a smooth muscle lineage, have
been shown to collaborate with Sertoli cells in setting up the tubule structure of
the testis (Skinner et al., 1985). In the adult, they generate a peristaltic action to
pump sperm through the tubules. Myoid cells have no analogous lineage in XX
gonads. Endothelial cells are present in both XX and XY gonads; however, by
12.5 dpc, the vasculature of XY gonads undergoes major structural changes. The
most notable of these vascular reorganizations is the formation of a large
coelomic surface vessel.

IV. Genes Required for Testis and/or Ovary Development

Several genes have been identified that play roles in the early formation of
the gonads in both sexes. These include Sf1, Wilm’s tumor (Wt1), Lim1, Lhx9,
and Emx2. Sf1 encodes a member of the nuclear hormone receptor family that is
expressed in the somatic cells of XX and XY genital ridges as the gonad begins
to form at 10.0 dpc (Ikeda et al., 1994). Expression continues in the precursors
of Leydig and Sertoli cells in XY gonads until 12.5 dpc, then gradually becomes
restricted to Leydig cells. In XX gonads, Sf1 expression can be seen in somatic
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cells until 13.0 dpc (Ikeda et al., 1996). Sf1 -/- mice initiate development of the
gonadal primordium; however, by 12.5 dpc, the gonads of both XX and XY
individuals regress by apoptosis (Luo et al., 1994). The Wt1 gene also is
expressed in the somatic cells of the gonadal primordium of both sexes (Rackley
et al., 1993). In Wt1 -/- mice, neither kidneys nor gonads form (Kriedberg et al.,
1993). Recent in vitro assays using human forms of WT1 and a reporter driven
by the SRY promoter suggest that WT1 is capable of upregulating SRY expression
(Hossain and Saunders, 2001). Lim1, Lhx9, and Emx2 also are involved in the
early formation of the gonad in both sexes. Lim1 and Lhx9 are homeodomain
proteins and Emx2 encodes a homologue of a Drosophila head gap gene. Mice
carrying null mutations for any of these genes do not form gonads (Shawlot and
Behringer, 1995; Miyamoto et al., 1997; Birk et al., 2000). Studies have
suggested that Lhx9 may lie upstream of Sf1, since Sf1 expression in Lhx9 null
mice is dramatically reduced (Birk et al., 2000).

A number of genes are expressed specifically in the XY gonad after 11.5 dpc
and have been identified as early players in the sex-determination cascade. Sox9
is expressed in both XX and XY gonads beginning at 10.5 dpc but persists only
in the nuclei of Sertoli cells of XY gonads after 11.5 dpc (daSilva et al., 1996;
Kent et al., 1996). Humans heterozygous for mutations in Sox9 display varying
degrees of sex reversal (Cameron et al., 1996). However, mice heterozygous for
mutations in Sox9 form normal testes. Mice homozygous for null mutations in
Sox9 have been generated but die before 11.5 dpc, preventing study of the
gonads. Efforts are underway to generate chimaeric mice with Sox9 �/� and -/-
cells, which may allow analysis of Sox9 function during gonadogenesis (R.
Behringer, personal communication). Experiments in which Sox9 is ectopically
expressed in XX gonads under the control of the Wt1 promoter have shown that
Sox9 can cause sex reversal in the absence of Sry (Vidal et al., in press).
Recently, a transgene insertion upstream of the Sox9 promoter, odsex (for ocular
degeneration with sex reversal), was shown to result in misexpression of Sox9
and sex reversal of XX gonads (Bishop et al., 2000). Thus, activation of Sox9
seems to account for all the effects of Sry. Integration of the transgene in odsex
resulted in the deletion of sequences one to two megabases upstream of the Sox9
coding region. From these results, it was proposed that the portion of DNA
deleted in odsex mice is the binding site for a negative regulator of Sox9. In
normal males, the presence of Sry antagonizes this regulator, allowing Sox9 to be
transcribed. However, in normal females, where Sry is not present, Sox9 is
silenced in the presence of the negative regulator. In the odsex deletion, removal
of the binding site from a distant regulatory region would allow for the ectopic
expression of Sox9 in the XX gonad.

Müllerian inhibiting substance (MIS), a member of the transforming growth
factor beta (TGF�) family, is expressed specifically in the Sertoli cells of the XY
gonad, beginning between 11.5 and 12.5 dpc (Munsterberg and Lovell-Badge,

5PATHWAYS REGULATING MAMMALIAN SEX DETERMINATION



1991). At 11.5 dpc, the mesonephros contains two ducts, the Müllerian duct and
the mesonephric duct, which are the precursors of the female and male repro-
ductive tracts, respectively (Josso and Picard, 1986; Donahoe et al., 1987). In
females, the Müllerian duct develops in the absence of MIS, whereas in males,
MIS production leads to the regression of this duct by apoptosis. Misexpression
of MIS in the XX gonad leads to regression of the Müllerian duct, while in XY
Mis -/- mice, the Müllerian duct fails to regress and both male and female
reproductive tracts develop (Behringer et al., 1990,1994). The mesonephric, or
Wolffian duct, develops into the male reproductive tract. Testosterone is required
for the development of this duct. In the absence of testosterone in females, the
mesonephric duct regresses.

Another gene expressed specifically in Sertoli cells beginning at 12.5 dpc is
Desert hedgehog (Dhh). XY Dhh -/- mice are sterile (Bitgood et al., 1996) and
show defects in Leydig cell formation and Sertoli-myoid cell interactions in the
adult testis (Clark et al., 2000). Patched1 (Ptc1), which encodes a receptor for
Dhh, is expressed by numerous cells of the interstitium, including peritubular
myoid cells and Leydig cells. Dhh and Ptc1 are not known to be expressed by XX
gonads at any stage of development.

Fg f 9 is expressed specifically in XY gonads at 11.5 and 12.5 dpc. Analysis
of Fg f 9 -/- mice revealed that the majority of XY mice developed as phenotypic
females (Colvin et al., 2001). In these XY mice, 80% of the gonads developed
as ovaries and 20% developed some abnormal testis cords. Analysis of prolif-
eration in these mice after 12.5 dpc showed that proliferation rates for interstitial
cells were less than 70% that of controls. Furthermore, culturing XX gonads in
the presence of FGF9 resulted in the recruitment of mesonephric cells into the
XX gonad. These data suggest that Fg f 9 plays an early role in regulating
male-specific pathways downstream of Sry.

Another gene that, when deleted in mice, causes male-to-female sex reversal
is M33. M33 is a homologue of the Drosophila polycomb group genes (Katoh-
Fukui et al., 1998). It is not clear where in the sex-determination hierarchy M33
acts. Since both polycomb and HMG proteins have been shown to alter chro-
matin structure, there may be interactions between M33 and Sry that regulate
domains of gene expression.

DMRT1 was identified by its homology to genes with DNA-binding motifs
termed DM domains. Two such genes are mab-3 in C. elegans and doublesex
(dsx) in Drosophila, genes that play roles in sex determination and male-specific
differentiation in these organisms (Raymond et al., 1998). The DMRT1 gene in
humans maps to a cluster of DMRT genes in a region of chromosome 9
associated with defective testicular development. In mice, Dmrt1 is expressed in
the gonads of both sexes at the early stages of gonad development. By 13.5 to
14.5 dpc, it becomes specific to the testis (Raymond et al., 1999). Testes in mice
null for Dmrt1 are normal at the early stages of testis development. At later stages
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after birth, the seminiferous tubules of Dmrt1 -/- XY gonads begin to degenerate.
Ovarian development is normal in Dmrt1 null mice (Raymond et al., 2000).
While these results do not place Dmrt1 early in the sex-determination pathway in
mammals, it is possible that there is redundancy with other Dmrt family
members.

Dax1 and Wnt4 are genes expressed specifically in XX gonads after 11.5
dpc. Dax1 was cloned from an X chromosomal region in humans responsible for
dosage-sensitive sex reversal (DSS) (Bardoni et al., 1994; Zanaria et al., 1994).
Studies by Swain et al. (1998) have suggested that Dax1 plays a role in ovarian
development by inhibiting Sry action. However, removing the Dax1 gene from
mice had no effect on ovary development but instead led to male sterility and
Leydig cell hyperplasia (Yu et al., 1998). Therefore, the function of Dax1 during
gonadogenesis is not entirely clear. Wnt4 -/- females exhibit ectopic Leydig cell
development, whereas XY Wnt4 -/- mice have no obvious defects in testis
development (Vanio et al., 1999). These results suggest that Wnt4 plays an
inhibitory role in XX gonads by repressing a portion of the male pathway that
leads to the differentiation of Leydig cells. In XY gonads, expression of Sry and
Sox9 somehow leads to the repression of Wnt4, allowing Leydig cell develop-
ment to proceed. (See Table I for a list of genes involved in testis and ovary
development.)

V. Genetic Models of Sex Determination

Analysis of the formation of ovotestes in C57BL/6 (B6) XYpos mice has
provided insight into the mechanisms governing the decision to become a testis
or an ovary. When the Ypos chromosome from Mus musculus poschiavinus is
crossed onto a B6 background, XYpos mice display a delay in testis cord
formation that leads to varying degrees of sex reversal, ranging from the
formation of ovotestes (gonads containing both testis and ovarian regions) to
ovaries (Eicher et al., 1982; Palmer and Burgoyne, 1991b). To account for the
occurrence of ovotestes in B6XYpos mice, it has been proposed that male-specific
pathways must be initiated by 11.5 dpc in order to repress female-specific
pathways; otherwise, ovarian development proceeds. Several studies have at-
tempted to link the delay in testis cord formation to a delay in Sry expression,
with inconsistent results (Nagamine et al., 1999; Lee and Taketo, 2000).
However, evidence from transgenic animals also supports this idea. Experiments
attempting to rescue the defect in B6XYpos mice with an Sry transgene are only
successful if Sry is expressed at sufficient levels and in the proper temporal
pattern (Eicher et al., 1995). The Ypos chromosome is capable of inducing normal
testis formation on other genetic backgrounds. This has led to the hypothesis that
incompatibilities exist between the Ypos Sry gene and alleles of other genes that
are specific to B6, termed TDAs (testis-determining autosomal genes). Mapping
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studies have identified regions on chromosomes 2, 4, and 5 that are associated
with the formation of ovotestes (Eicher et al., 1996).

VI. Cellular Pathways Downstream of SRY

Despite the discovery of multiple genes involved in the testis pathway, no
direct targets of SRY have been identified. In this 24-hour period, SRY estab-

TABLE I
Genes Involved in Mammalian Gonad Development

Gene Expression Function Reference(s)

Sf1 M,F Early establishment of gonads,
regulator of genes for steroid
production

Luo et al., 1994;
Ikeda et al., 1994,1996

Wt1 M,F Early establishment of gonads
and kidneys, possible regulator of
Sry expression

Rackley, 1993; Kriedberg et al.,
1993

Lim1 M,F Early establishment of gonads Shawlot and Behringer, 1995

Emx2 M,F Early establishment of gonads Miyamoto et al., 1997

Lhx9 M,F Early establishment of gonads Birk et al., 2000

Sox9 M Sertoli cell differentiation,
initiation of testis development

Cameron et al., 1996; daSilva
et al., 1996; Kent et al., 1996;
Bishop et al., 2000

Mis M Regression of Müllerian duct Josso and Picard, 1986;
Donahoe et al., 1987; Behringer
et al., 1990,1994; Munsterberg
and Lovell-Badge, 1991

Dhh M Regulator of Sertoli-myoid,
Sertoli-Leydig interactions,
development of male germ cells

Bitgood et al., 1996;
Clark et al., 2000

Fg f 9 M Proliferation in male gonad Colvin et al., 2001

M33 Unknown Required for testis development Katoh-Fukui et al., 1998

Dmrt1 M Maintenance of seminiferous
tubules after birth

Raymond et al.,
1998,1999,2000

Dax1 F Unclear Swain et al., 1998; Yu et al.,
1998

Wnt4 F Repression of Leydig cell
differentiation in female gonads

Vanio et al., 1999
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lishes the expression of genes involved in the rapid patterning of the gonadal
cells into testis cords and a male-specific pattern of vasculature. Virtually nothing
is known about the genes that SRY activates to govern the cellular changes that
occur in the XY gonad between 11.5 and 12.5 dpc. An alternative approach is to
characterize the cellular pathways initiated by SRY. Knowledge of these path-
ways and how they operate in testis formation can be used to identify genes
required for these processes and to link them to SRY.

Experiments have revealed several cellular pathways downstream of Sry that
play a role in testis formation. These include cell proliferation, commitment of
coelomic epithelial cells to the Sertoli lineage, mesonephric cell migration, and
vascularization. All of these pathways have been shown to be required for normal
testis formation and depend upon the expression of Sry in the genital ridge.

A. PROLIFERATION OF SERTOLI PRECURSORS
AND COMMITMENT TO THE SERTOLI LINEAGE

The Sertoli cell plays a central role in testis development by directing all
other cell types into their respective lineages. For this reason, it is important to
understand the origin of this cell type. Previous studies have suggested two
sources of Sertoli cells: the coelomic epithelium and the mesonephros. By
labeling cells of the coelomic epithelium with DiI, experiments have shown that,
before 11.5 dpc, the cells of the coelomic epithelium contribute to the Sertoli
lineage (Karl and Capel, 1998). Furthermore, prior to 11.5 dpc, the cells of the
coelomic epithelium can give rise to daughter cells of two lineages: Sertoli cells
and unidentified interstitial cell types. After 11.5 dpc, coelomic epithelial cells
still contribute to the XY gonad but only become interstitial cells.

In agreement with DiI studies, experiments using bromodeoxyuridine
(BrdU) to label dividing cells showed that the coelomic epithelium is highly
proliferative prior to 12.0 dpc (Schmahl et al., 2000). These experiments defined
two stages of proliferation in the XY gonad. The first stage of proliferation
occurred in a population of cells that expresses high levels of Sf1 and contributes
to the Sertoli lineage as well as an interstitial lineage. A second stage of
proliferation occurred at the coelomic epithelium after 11.5 dpc in a population
of cells that expressed Sf1 at low levels and contributed to interstitial lineages. To
determine if proliferation was dependent upon Sry expression, the proliferation
pattern of XX gonads from mice carrying an Sry transgene was examined and
found to be identical to that of XY gonads. Conversely, XY gonads from
B6XYpos mice, which become ovaries or ovotestes, displayed levels of prolifer-
ation similar to XX gonads.

From these data, it was concluded that Sry induces the upregulation of
proliferation in cells at the coelomic epithelium. Recent expression studies have
shown that Sry is not expressed in coelomic epithelial cells (Bullejos and

9PATHWAYS REGULATING MAMMALIAN SEX DETERMINATION



Koopman, 2001; Albrecht et al., submitted). Therefore, Sry-expressing Sertoli
precursors beneath the coelomic epithelium are likely to expand their population
in a noncell-autonomous manner by recruiting non-Sry-expressing cells at the
coelomic epithelium into the Sertoli lineage. Prior to 11.5 dpc, cell divisions at
the coelomic epithelium result in daughter cells that follow different fates, as
revealed in the DiI injection experiments. This might occur through the asym-
metric distribution of cellular components during the division process, by lateral
signaling between daughter cells, or through interactions with other somatic cells
of the gonad once the division is complete. After 11.5 dpc, proliferation at the
coelomic epithelium results in an expansion of the population of interstitial cells
(for a diagram of male-specific proliferation, see Figure 1).

B. MESONEPHRIC CELL MIGRATION

Early electron microscopy studies on the structure of the gonad revealed
similarities in morphology and cell staining between mesonephric and gonadal
cells, suggesting that gonadal cells may have origins in the mesonephros.
Experiments demonstrated that mesonephric cells contribute to the XY gonad
and that culture of XY gonads without their adjoining mesonephroi resulted in a
failure of testis cord formation (Buehr et al., 1993; Merchant-Larios et al., 1993).
More recent experiments showed that cells migrated into the XY gonad between
11.5 dpc and at least 16.5 dpc and that this event did not occur in XX gonads.
Migrating cells are represented in at least three lineages: peritubular myoid cells,
endothelial cells, and cells associated with the endothelium (Martineau et al.,
1997). To determine whether cell migration directly depends upon Sry expres-
sion, this event was examined in XY mice lacking Sry and XX mice carrying Sry
as a transgene. These experiments showed that cell migration did not occur in XY
gonads destined to form ovaries. In contrast, XX gonads carrying an Sry
transgene, which always formed testes, did recruit cells from the mesonephros
(Capel et al., 1999). Furthermore, XY gonads with weak alleles of Sry that result
in ovotestes recruited cells only into testicular regions of the gonad (Albrecht et
al., 2000). These experiments showed that cell migration from the adjacent
mesonephros is one of the earliest events induced by Sry and strongly suggested
a role for cell migration in the formation of testis cords.

Initial attempts to characterize the signal(s) for cell migration demonstrated
that culturing an XX gonad with an XY gonad at its coelomic surface resulted in
migration of mesonephric cells into the XX tissue (Martineau et al., 1997).
Likewise, culture of XX gonads with beads coated with proteins from XY gonads
led to the induction of cell migration. This assay was used to further investigate
the role of cell migration in the developing gonad. Examination of the structure
of XX gonads that had been cultured with an XY gonad at their coelomic surface
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as a “sandwich” to induce mesonephric cell migration revealed that the XX
gonadal cells organized into structures similar to testis cords. Laminin was
deposited around cord structures and germ cells were enclosed within these
cords. Furthermore, induced XX gonads upregulated the expression of the
male-specific gene Sox9 and downregulated the female-specific gene Dax1.
These experiments showed that mesonephric cell migration is capable of induc-
ing Sertoli cell differentiation in the absence of Sry in the XX supporting cell
precursors (Tilmann and Capel, 1999). These results suggested that interactions
between migrating cells and supporting cell precursors play an important role in

FIG. 1. Model for stages of male-specific proliferation in the mammalian gonad. At 15–16 tail
somites (ts), corresponding to 11.25 dpc, cells of the coelomic epithelium, expressing Sf1 at high
levels, divide (outlined arrow) and give rise to cells destined to become Sertoli cells as well as
interstitial cells. At 18 ts, corresponding to 11.5 dpc, pre-Sertoli cells, expressing high levels of Sf1,
signal to cells at the coelomic epithelium (solid arrows), expressing Sf1 at low levels, to continue
dividing. At 24 ts, corresponding to 12.0 dpc, cells at the coelomic epithelium give rise (outlined
arrows) to cells of interstitial lineages.
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the establishment of the Sertoli fate (for a diagram of male-specific cell migra-
tion, see Figure 2).

C. TESTIS DEVELOPMENT MUST BE INITIATED
WITHIN A NARROW WINDOW

“Sandwich” experiments also defined a window in which cord formation
could be induced in the XX gonad. While 11.5 dpc XX gonads were capable of
organizing cords and expressing male-specific genes, 12.5 dpc XX gonads were
not. This timeframe is consistent with the models proposed based on ovotestis
formation in B6XYpos mice. Interestingly, the window in which cords could be
induced to form in “sandwich” experiments coincides with the timing of PGC
entry into meiosis. Previous experiments showed that PGCs enter meiosis by
13.5 dpc, unless enclosed within testis cords (McLaren and Southee, 1997).
Because it is known that PGCs are required for the initiation of follicle formation
(Huang et al., 1993; Bedell et al., 1995), it is likely that important interactions are

FIG. 2. Model for male-specific cell migration in the mammalian gonad. At 11.5 dpc, pre-Sertoli
cells of the XY gonad (solid arrows) signal endothelial cells and other cells in the mesonephros to begin
migrating into the gonad. By 12.5 dpc, interactions between migrating mesonephric cells and pre-Sertoli
cells establish testis cords. Migrating cells are represented in at least three lineages: peritubular myoid
cells, endothelial cells, and cells associated with the endothelium.

12 CHRISTOPHER TILMANN & BLANCHE CAPEL



established between the somatic and germ cells of the XX gonad by 12.5 dpc that
antagonize male-specific pathways. Several characterized cases of XX sex
reversal result in the formation of tubules in ovaries older than 12.5 dpc and all
are associated with the elimination of meiotic germ cells from the ovary (Vigier
et al., 1987; Merchant-Larios and Taketo, 1991; Whitworth et al., 1996). These
data support a model in which male-specific pathways must be initiated prior to
12.5 dpc in order to prevent PGCs from entering meiosis, an event that
antagonizes testis formation by initiating follicle cell differentiation.

D. VASCULARIZATION

One of the most noticeable structures that appears in the XY gonad by 12.5
dpc is a large vessel just under the coelomic epithelium, termed the coelomic
vessel. Early experiments designed to study cell migration into the XY gonad
revealed that endothelial and associated cells enter the XY gonad from the
mesonephros beginning at 11.5 dpc (Martineau et al., 1997). Cell migration
occurs until at least 16.5 dpc, specifically in XY gonads. Many of the migrating
endothelial cells become part of the coelomic vessel as well as vessels in the
interstitium of the testis. The dimorphic development of the vasculature in XX
and XY gonads led to the hypothesis that construction of a male-specific
vasculature plays an early role in the patterning and function of the testis.

To begin to address the role of migrating endothelial cells in testis formation,
the mechanisms for vascular development in XX and XY gonads were compared
and contrasted (Brennan et al., submitted). At 11.5 dpc, the pattern of vessels
appears similar between XX and XY gonads, as revealed by staining of gonads
from Tie-2::LacZ mice, which contain an endothelial-specific LacZ transgene.
However, by 12.5 dpc, the XY vasculature undergoes rapid reorganization that
does not occur in XX gonads. The most noticeable features of the reorganization
are the formation of the coelomic vessel, restriction of endothelial cells to the
interstitial space between the testis cords, and a generation of a more highly
branched system of vessels. The vasculature of the XX gonad expands during this
period but its pattern does not change.

Cell migration from the mesonephros into the XY gonad is certainly one
mechanism that accounts for this rapid reorganization and growth of the XY
gonad. To determine whether endothelial migration from the mesonephros
represented a specific subset of the vasculature (e.g., lymphatics, arteries, veins),
the expression patterns of markers specific to these populations were examined
in XX and XY gonads. Lymphatics did not populate the XX or XY gonad until
17.5 dpc. Examination of the arterial and venous specific markers, Ephrin B2
(arterial) and its receptor EphB4 (venous), revealed that, at 11.5 dpc, endothelial
cells of XX and XY gonads express both arterial and venous markers in similar
patterns, suggesting that these two populations have not been distinctly specified.
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Interestingly, by 12.5 dpc, the vasculature of the XY gonad labels primarily with
the arterial specific marker, Ephrin B2. In contrast, the vasculature of the XX
gonad at 12.5 dpc continues to express both arterial and venous markers,
suggesting that it has not been specified into distinct populations.

From this analysis, it was concluded that the Sry is required for the
recruitment of endothelial cells from the mesonephros. These cells are required
for the formation of the coelomic vessel and the respecification of the XY
vasculature into an arterial system, which results in the rerouting of blood flow,
primarily through the coelomic vessel. One explanation for this pattern of
specification and blood flow in the XY gonad is that this event is necessary for
the rapid export of testosterone from the testis, which occurs by 13.5 dpc. Future
experiments will address the role of genes involved in the specification of the XY
vasculature.

VII. Summary

Defects in sexual development are among the most common birth defects in
humans. Since these defects can be a result of early events in the decision to form
testes or ovaries occurring improperly, it is important to identify genes operating
at these early steps. Identification of the cellular pathways that operate down-
stream of Sry has provided insight into the mechanisms of testis formation and
will provide a foundation for identification of the genes involved in these
pathways. Since SOX9 seems to account for all the effects of SRY, it is likely
that activation of male-specific genes involved in proliferation, cell migration,
and vascularization will depend upon SOX9. These genes are likely to be
secreted signals and surface molecules involved in the proper sorting and
specification of cells within the XY gonad. These genes must be downregulated
in the XX gonad. This is likely to occur through the expression of molecules such
as Wnt4 and Dax1.

Differential expression studies have begun to identify genes expressed in
both XX and XY gonads that may play roles in testis or ovary development. One
such gene is vanin-1, which is expressed specifically in the Sertoli cells of the XY
gonad (Bowles et al., 2000). Serendipitous phenotypes in both XX and XY null
mice (e.g., Fg f 9, M33, Wnt4) have helped uncover several genes involved in
gonad development as well. Mutagenesis screens are underway to identify new
genes that influence testis or ovary development (R. Lovell-Badge, personal
communication).
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ABSTRACT

The orphan nuclear receptor steroidogenic factor 1 (SF-1, also called Ad4BP and officially
designated NR5A1) has emerged as an essential regulator of endocrine development and function.
Initially identified as a tissue-specific transcriptional regulator of the cytochrome P450 steroid
hydroxylases, SF-1 has considerably broader roles, as evidenced from studies in knockout mice
lacking SF-1. The SF-1-knockout mice lacked adrenal glands and gonads and therefore died from
adrenal insufficiency within the first week after birth. In addition, SF-1 knockout mice exhibited
male-to-female sex reversal of their internal and external genitalia, impaired expression of multiple
markers of pituitary gonadotropes, and agenesis of the ventromedial hypothalamic nucleus (VMH).
These studies delineated essential roles of SF-1 in regulating endocrine differentiation and function
at multiple levels, particularly with respect to reproduction. This chapter will review the experiments
that established SF-1 as a pivotal, global determinant of endocrine differentiation and function. We
next discuss recent insights into the mechanisms controlling the expression and function of SF-1 as
well as the current status of research aimed at delineating its roles in specific tissues. Finally, we
highlight areas where additional studies are needed to expand our understanding of SF-1 action.

I. Initial Isolation of Steroidogenic Factor 1

Steroid hormones are essential for fluid and electrolyte balance, intermediary
metabolism, sexual differentiation, and reproductive function. Once the pathways
of steroid hormone biosynthesis were defined and shown to involve the concerted
actions of several cytochrome P450 mixed-function oxidases, attention turned to
elucidating the mechanisms that regulate the expression of these enzymes. With
the isolation of the bovine 21-hydroxylase cDNA (Whiteet al., 1984b), followed
shortly thereafter by the cloning of cDNAs encoding the side-chain cleavage
enzyme (Mattesonet al., 1984; Morohashiet al., 1984) and 11�-hydroxylase
(John et al., 1984), these questions could be addressed at a molecular level.
David Chaplin, a postdoctoral fellow in J.G. Seidman’s laboratory who previ-
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ously had isolated cosmids spanning the S region of the mouse H-2 complex,
cloned a cosmid that contained the mouse 21-hydroxylase gene and � 30 kb of
its 5�-flanking region (White et al., 1984a). The Schimmer laboratory had
extensive experience with Y1 mouse adrenocortical tumor cells, which expressed
several cytochrome P450 steroid hydroxylases – but not steroid 21-hydroxylase
— in a hormonally responsive manner and were readily amenable to both stable
and transient transfection (Schimmer, 1985). In a collaborative effort, the
Schimmer and Seidman laboratories showed that Y1 cells stably transfected with
the mouse 21-hydroxylase cosmid recovered hormonally regulated expression of
21-hydroxylase (Parker et al., 1985). Thereafter, 5�-deletion assays localized
sequences essential for cell-selective and hormone-regulated expression of the
21-hydroxylase gene to the proximal 330 bp of 5�-flanking DNA (Parker et al.,
1986; Handler et al., 1988).

Using similar approaches, a number of groups analyzed the 5�-flanking
regions of genes encoding the cytochrome P450 steroid hydroxylases (for
reviews of these studies, see Omura and Morohashi, 1995; Parker and Schimmer,
1995). In particular, studies by two groups identified shared AGGTCA promoter
elements in the proximal promoter regions of several of the steroid hydroxylases
that interacted with the same DNA-binding protein (Rice et al., 1991; Morohashi
et al., 1992). This protein, which initially was found only in steroidogenic cell
lines, was designated steroidogenic factor 1 (SF-1) or adrenal 4-binding protein
(Ad4BP). The selective expression of SF-1 in steroidogenic cells and its regu-
lation of multiple genes encoding steroid hydroxylases provided the first clues
that it was an important determinant of the cell-selective expression of the
steroidogenic enzymes.

Based on evidence that SF-1 was a key determinant of the expression of
the cytochrome P450 steroid hydroxylases, the Parker and Morohashi labo-
ratories independently cloned cDNAs encoding SF-1. Morohashi and col-
leagues used an oligonucleotide affinity column to purify the protein from
bovine adrenal glands, ultimately allowing them to obtain amino acid se-
quence and clone a bovine cDNA with an oligonucleotide probe (Honda et
al., 1993). In contrast, Douglas Rice, a postdoctoral fellow in the Parker
laboratory, reasoned that the AGGTCA DNA recognition motif represented a
binding site for an atypical member of the nuclear hormone receptor family.
Using a hybridization probe comprising the DNA-binding region of retinoid
X receptor, the Parker laboratory isolated a cDNA clone that was expressed
in adrenal gland, testes, and ovaries, but not in a variety of other tissues (Lala
et al., 1992).

Subsequent studies established that the mouse and bovine cDNAs encoded
orthologs of a protein that transactivated the steroid hydroxylase promoters in
steroidogenic and nonsteroidogenic cells. As predicted from the cloning strategy
used by the Parker group, the sequences of these cDNAs confirmed that SF-1
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belonged to the nuclear hormone receptor family, with striking homology to the
Drosophila nuclear receptor fushi tarazu factor 1 (Ftz-F1) and the mouse nuclear
receptor embryonal long terminal repeat-binding protein (Tsukiyama et al.,
1992). SF-1 homologs have been identified in a diverse group of species that
includes humans, marmosets, cows, sheep, horses, mice, rats, pigs, tamarind
wallabies, chickens, turtles, salmon, trout, zebrafish, flies, and worms.

II. Developmental Profile of SF-1 Expression

To address the potential roles of SF-1 during mammalian development,
Yayoi Ikeda in the Parker laboratory used in situ hybridization to analyze its
spatial and temporal profiles of expression in mouse embryos (Ikeda et al., 1994).
As anticipated, SF-1 transcripts were detected in the adrenal primordium from
very early stages of its development (approximately embryonic day (E) 10.5). As
the chromaffin cell precursors migrated into the adrenal primordium at � E12.5
to E13.5, SF-1 expression was restricted to the steroidogenic cells in the cortex.
The initiation of SF-1 expression before the onset of steroidogenesis supported
its key role in steroid hydroxylase expression and suggested additional roles in
adrenal development.

In mice, gonadal development first becomes apparent at � E9, when the
intermediate mesoderm condenses into the urogenital ridge, which ultimately
contributes cell lineages to the gonads, adrenal cortex, and kidneys. At this
time, developing testes and ovaries are indistinguishable histologically and
thus are termed indifferent or bipotential. By � E12.5, the fetal testes have
organized into the testicular cords, which contain fetal Sertoli cells and
primordial germ cells, and the surrounding interstitial region, which contains
the Leydig cells. Faint expression of SF-1 was seen in both male and female
embryos from the inception of the indifferent stage (E9.0 –E9.5), persisting
thereafter throughout the indifferent gonad stage. Coincident with formation
of the testicular cords at E12.5, SF-1 expression persisted in the testes but
diminished in ovaries (Hatano et al., 1994; Ikeda et al., 1994). In addition,
SF-1 transcripts were detected in both the interstitial region, where Leydig
cells produce steroid hormones, and the testicular cords, where fetal Sertoli
cells produce anti-Müllerian hormone. SF-1 transcripts also were detected in
the embryonic diencephalon — the precursor to the endocrine hypothalamus
– and the anterior pituitary gland (Ikeda et al., 1994). Taken together, these
findings suggested roles for SF-1 in gonadal development that extended
beyond its effects on the expression of the steroidogenic enzymes and actions
to regulate multiple levels of the hypothalamic-pituitary-steroidogenic organ
axis.
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III. The Roles of SF-1 in Vivo

A. KNOCKOUT MOUSE STUDIES

To address the role of SF-1 in vivo, three groups (Parker, Morohashi, and
Milbrandt) used targeted gene disruption in embryonic stem cells to generate
SF-1 knockout mice. In the Parker laboratory, Xunrong Luo generated the SF-1
knockout mice in collaboration with Drs. Beverly Koller and Ann Latour (Luo et
al., 1994). Consistent with the model that SF-1 was required for adrenal and
gonadal steroidogenesis, SF-1 knockout mice died shortly after birth from
adrenocortical insufficiency and exhibited male-to-female sex reversal of the
external genitalia (Luo et al., 1994; Sadovsky et al., 1995). By analogy with
human subjects with impaired expression of the steroid hydroxylases, the Parker
laboratory anticipated that the adrenal glands of SF-1 knockout mice would be
hyperplastic due to their inability to make glucocorticoids and the consequent
exposure to high levels of corticotropin (ACTH). In a major surprise, shown in
Figure 1, the adrenal glands and gonads were completely absent in newborn SF-1
knockout mice (Luo et al., 1994; Sadovsky et al., 1995). Subsequent studies
showed that the initial stages of adrenal and gonadal development occurred in the
absence of SF-1, followed by their regression at a specific stage of development.
Because their gonads regressed before male sexual differentiation normally
occurs, the internal and external urogenital tracts of SF-1 knockout mice were
female, irrespective of genetic sex.

The gonadotropes of SF-1 knockout mice also had impaired expression of a
number of genes that regulate reproduction, including luteinizing hormone �
(LH-�), follicle-stimulating hormone � (FSH-�), the �-subunit of glycoprotein
hormones (�GSU), and the receptor for gonadotropin-releasing hormone (Ingra-
ham et al., 1994; Shinoda et al., 1995). As shown in Figure 2, these knockout
mice also lacked the ventromedial hypothalamic nucleus (VMH), a hypothalamic
region linked to feeding and appetite regulation and female reproductive behav-
ior (Ikeda et al., 1995; Shinoda et al., 1995). Finally, although the functional
consequences remain to be defined, the SF-1 knockout mice had defects in their
splenic parenchyma (Morohashi et al., 1999).

Guided in part by studies in human subjects with clinical disorders due to
haploinsufficiency of SF-1 or other genes involved in gonadal development (see
below), Ingraham and colleagues examined more carefully the phenotype of
heterozygous SF-1 knockout mice. These studies, which revealed decreased
adrenal volume associated with impaired corticosterone production in response
to stress (Bland et al., 2000), suggested that the level of SF-1 expression may be
very important for optimal adrenal development.

Because the original SF-1 knockout mice are globally deficient in SF-1, they
cannot be used to delineate the roles of SF-1 at specific sites of expression. For
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FIG. 1. SF-1 knockout mice lack adrenal glands and gonads and have female internal genitalia.
The dissected genitourinary tracts of wild-type female (B) and male (D) and SF-1 knockout female
(A) and male (C) mice are shown. Note the absence of adrenal glands and gonads in SF-1-deficient
mice and the presence of oviducts in both males and females. a, adrenal gland; k, kidney; o, ovary;
t, testis; e, epididymis; od, oviduct. [Reprinted from Luo X, Ikeda Y, Parker KL 1994 A cell specific
nuclear receptor is required for adrenal and gonadal development and for male sexual differentiation.
Cell 77:481–490, with permission from Elsevier Science.]
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example, the apparent defect in gonadotrope function could merely reflect the
absence of gonadal steroids. Another limitation of the original SF-1 knockout
mice is their early postnatal death from adrenocortical insufficiency, which
precludes efforts to examine the roles of SF-1 after differentiation has
occurred. Finally, the need to administer exogenous corticosteroids to keep
SF-1 knockout mice alive complicates considerably our ability to use these
mice to assess the role of the VMH in feeding and weight regulation. To
obviate such limitations, the Parker laboratory has begun to use the Cre/loxP
system to produce tissue-specific knockouts of SF-1. Marit Bakke initiated
this process by modifying the SF-1 locus in embryonic stem cells to insert
recognition sites for the bacteriophage Cre recombinase (termed loxP sites)
around the last exon of SF-1, which encodes an essential domain for

FIG. 2. SF-1 knockout mice lack the ventromedial hypothalamic nucleus (VMH). Serial coronal
sections from wild-type (lower left) and -/- male (upper right) and female (lower right) mice were
stained and analyzed histologically. Shown at the upper left is a schematic diagram of anatomical
regions found within these sections. VMH, ventromedial hypothalamic nucleus; DMH, dorsomedial
hypothalamic nucleus; ME, median eminance; Arc, arcuate nucleus; Do, dorsal hypothalamic
nucleus; 3V, 3rd ventricle; mt, mammilothalamic tract. [Modified with permission from Ikeda Y, Luo
X, Abbud R, Nilson JH, Parker KL 1995 The nuclear receptor steroidogenic factor 1 is essential for
the formation of the ventromedial hypothalamic nucleus. Mol Endocrinol 9:478–486. Copyright The
Endocrine Society.]
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transcriptional activation and transcription termination sequences. The sec-
ond essential step in the tissue-specific knockout was to generate a Cre
transgene selectively active in a subset of SF-1-expressing cells. Lisa Cush-
man in the Camper laboratory generated a transgenic mouse line in which Cre
expression was directed to the anterior pituitary gland by the 5�-flanking
sequences of the � subunit of glycoprotein hormones (Cushman et al., 2000).
Liping Zhao bred the loxP-modified SF-1 line with the Cre transgenic mice,
ultimately generating mice with pituitary-specific disruption of SF-1.

As shown in Figure 3, the �GSU-Cre/loxP mice selectively lacked SF-1
immunoreactivity in the anterior pituitary (Zhao et al., 2001) but had normal
levels at other sites, including the adrenal cortex and VMH. These mice had
markedly diminished levels of pituitary gonadotropins and exhibited severe
gonadal hypoplasia secondary to impaired gonadotropin stimulation. These
pituitary-specific SF-1 knockout mice demonstrated that the local production of
SF-1 in mice is essential for normal gonadotrope function, strongly supporting a
direct role for SF-1 in gonadotropin gene expression.

B. SF-1 AND HUMAN DISEASE

The sequence of the human gene encoding SF-1 closely resembled that of
the mouse gene (Oba et al., 1996; Wong et al., 1996) and SF-1 expression
during human embryological development closely paralleled that in mice
(Hanley et al., 1999; de Santa Barbara et al., 2000). Thus, it was plausible
that mutations in the human SF-1 gene on chromosome 9q33 (Taketo et al.,
1995) might cause endocrine disease. Many groups looked for SF-1 mutations
in patients with clinical disorders of adrenocortical development and/or
sexual differentiation. To date, only two subjects with diseases associated
with SF-1 mutations have been described, suggesting that SF-1 mutations
occur only rarely. The first subject with a SF-1 mutation presented with
adrenocortical insufficiency and 46,XY gonadal dysgenesis (Achermann et
al., 1999). In contrast to SF-1 knockout mice, which had diminished gonad-
otropin levels, this subject had elevated levels of gonadotropins. The second
subject also presented with adrenocortical insufficiency, but had a 46,XX
karyotype with apparently normal prepubertal ovaries (Biason-Lauber and
Schoenle, 2000). Surprisingly, each patient had one apparently normal SF-1
allele and different mutated alleles that resulted in loss-of-function rather
than dominant-negative effects. This apparent haploinsufficiency raises the
intriguing possibility that gene dosage may be a critical component of SF-1
function in humans. These results further suggest, as seen in other knockout
mouse models, that the phenotypes in patients with SF-1 mutations need not
correlate precisely with observations in SF-1 knockout mice.
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FIG. 3. Pituitary-specific knockout of SF-1 causes hypogonadotropic hypogonadism. The Cre/loxP approach with an �GSU-Cre transgene allowed
us to inactivate SF-1 specifically in the anterior pituitary gland. The top panels show wild-type sections and the bottom panels show sections from mice
with a pituitary-specific knockout of SF-1. Note that immunoreactivities for SF-1 and LH are both virtually abolished and that the testes and ovaries are
markedly hypoplastic secondary to deficient gonadotropin stimulation.
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IV. Regulation of SF-1 Expression and Function

A. REGULATION OF SF-1 EXPRESSION

Relatively little is known about the mechanisms that regulate the expression
of SF-1 within specific cell lineages. To date, there are no published successes
with transgenic promoter analyses, so our insights largely are limited to trans-
fection analyses in cell-culture models. In one published report, a conserved
E-box motif in the 5�-flanking region of the rat gene encoding SF-1 was shown
to regulate promoter activity in transfected mouse Y1 adrenocortical or I-10
Leydig tumor cells (Nomura et al., 1995). Moreover, a protein that interacted
with this E-box motif in gel mobility shift assays was expressed at higher levels
in embryonic testes than ovaries. The same E-box motif was implicated as an
important regulator of SF-1 promoter activity in Sertoli cells (Daggett et al.,
2000) and in Y1 adrenocortical cells and �T3 gonadotropes (Harris and Mellon,
1998). In the latter study, the transcription factor USF-1 was shown to regulate
SF-1 expression. In view of the known developmental roles of basic helix-loop-
helix proteins that bind these E-box motifs, these studies suggest an important
role for basic helix-loop-helix proteins in regulating SF-1 expression in several
cell types.

Other promoter elements implicated in SF-1 promoter activity include a
GC-rich sequence that may represent a binding site for Sp1 and a CCAAT-box
motif (Woodson et al., 1997). The precise roles of these elements in different
tissues remain to be defined. Moreover, the lack of success in the reported
transgenic expression studies suggests that other elements also play important
roles in vivo.

One might predict that distinct mechanisms regulate SF-1 expression in the
adrenal cortex and gonads, which are believed to arise from the same embryonic
lineage (Hatano et al., 1996), versus the anterior pituitary and hypothalamus,
which are contiguous structures that interact reciprocally during development
(Rosenfeld et al., 1996). In support of this, the pituitary transcripts in some
species arise from a transcription initiation site distinct from that used in other
sites (Ninomiya et al., 1995; Kimura et al., 2000). In an effort to explore the
mechanisms that regulate SF-1 expression in vivo, the Parker laboratory recently
used a 50-kb fragment derived from a bacterial artificial chromosome to direct
expression of a green fluorescent protein (GFP) reporter gene in transgenic mice.
As shown in Figure 4, GFP expression in the urogenital ridge was detected at
E9.5, closely paralleling the onset of SF expression during gonadogenesis (Ikeda
et al., 1994). Although GFP expression in the adrenal primordium and VMH also
corresponded to the known expression profile of SF-1, GFP was not expressed in
the anterior pituitary. These results document that 50 kb of 5�-flanking region
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suffice to direct regulated expression in most sites but also suggest that additional
regulatory elements are required for activation of the pituitary-specific promoter.

B. MODULATION OF SF-1 ACTIVITY

Limited data also are available regarding the regulation of SF-1 activity in
cells where it is expressed. As a member of the nuclear hormone receptor family,
one obvious possibility is that a ligand regulates SF-1 transcriptional activity in
a manner analogous to many former “orphan” members (Kliewer et al., 1999).
Using a cotransfection assay, Lala and colleagues noted that hydroxycholesterol
derivatives increased SF-1 transcriptional activity by about 10-fold, suggesting
that intermediates in the steroidogenic pathway might modulate SF-1 activity
(Lala et al., 1997). Others, however, have suggested that the effects of oxysterols
are unique to certain nonsteroidogenic cells and may not be relevant to steroi-
dogenic cells (Christenson et al., 1998; Mellon and Bair, 1998). Thus, the precise
role of ligands in SF-1 activity remains to be defined.

In the absence of a clear-cut ligand, others have examined the possibility that
post-translational modifications alter SF-1 transcriptional activity. In their initial
description of the bovine sequence, Morohashi and colleagues noted a potential
phosphorylation site for cAMP-dependent protein kinase. Mellon and colleagues
subsequently reported that recombinantly expressed SF-1 was phosphorylated in
vitro by cAMP-dependent protein kinase (Zhang and Mellon, 1996). Mutation of
the serine residue in the consensus motif did not impair SF-1 function in
transfection assays (Lopez et al., 2001), suggesting that this site is not a key
regulator of SF-1 activity.

FIG. 4. A green fluorescent protein reporter (GFP) transgene is targeted to the embryonic gonad
by SF-1 5�-flanking sequences. A transgene containing 50 kb of 5�-flanking sequences from the
mouse locus encoding SF-1 was placed upstream of coding sequences for enhanced green fluorescent
protein (eGFP). This construct was microinjected into pronuclei to generate a transgenic founder. A
section from an E9.5 embryo was analyzed by fluorescence microscopy, revealing GFP expression in
the urogenital ridge (arrows).
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In a separate line of investigations, the Ingraham laboratory used peptide
mapping to define a site of SF-1 phosphorylation (Ser203) that mapped within a
consensus motif for phosphorylation by mitogen-activated protein (MAP) kinase
(Hammer et al., 1999). They further showed that activating the MAP kinase
pathway increased SF-1 transcriptional activation, while mutation of Ser203
diminished SF-1 activity. Collectively, these findings raise the possibility that
SF-1 function is modulated by posttranslational modification through extracel-
lular signals that act via the MAP kinase pathway.

C. REGULATION THROUGH PROTEIN-PROTEIN INTERACTIONS

Analyses of human patients and knockout mouse models have identified a
number of other genes that play key roles in the development of SF-1-expressing
tissues (for a review, see Parker et al., 1999). It is almost certain that these genes
interact with SF-1 – either in hierarchical cascades of gene regulation or via
protein-protein interactions – to mediate endocrine development. Indeed, a
number of factors have been shown to interact directly with SF-1, including the
Wilm’s tumor related tumor suppressor gene WT-1 (Nachtigal et al., 1998),
GATA-4 (Tremblay and Viger, 1999), Ptx1 (Tremblay et al., 1999), SOX9 (de
Santa-Barbara et al., 1999), and EGR1 (Halvorson et al., 1998; Dorn et al.,
1999). In contrast, SF-1 expression is markedly decreased in the gonads — but
not the adrenal glands — of Lhx9 knockout mice, suggesting that Lhx9 regulates
SF-1 expression in the gonads (Birk et al., 2000). Finally, DAX-1 and SF-1
apparently interact both hierarchically (i.e., SF-1 regulates DAX1 expression)
(Yu et al., 1998; Kawabe et al., 1999) and by direct protein-protein interactions
wherein DAX1 inhibits SF-1 transcriptional activation (Ito et al., 1997; Crawford
et al., 1998).

Besides interactions with other tissue-specific transcription factors, it is
apparent that coactivators and co-repressors are critical modulators of nuclear
receptor transcriptional activity (for a review, see Xu et al., 1999). Predictably,
a number of co-regulators have been reported to interact with SF-1, including
CBP/P300 (Monte et al., 1998), GRIPI (Hammer et al., 1999), SRC-1 (Crawford
et al., 1997a), MBP1 (Kabe et al., 1999), SMRT (Hammer et al., 1999), and
N-CoR (Crawford et al., 1998; Nachtigal et al., 1998). It is possible that
differential interactions with these co-regulators, as well as with the tissue-
specific transcription factors described above, specify the differential expression
of SF-1 target genes in various tissues. An increased understanding of the ways
in which these genes interact to regulate the expression of specific target genes
undoubtedly will provide important new insights into processes of endocrine
development.
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V. Directions for Future Research

The studies summarized here have defined essential roles of SF-1 at multiple
levels of endocrine differentiation and function, particularly within the repro-
ductive axis. Specifically, SF-1 is the first transcriptional regulator shown to play
key roles at all levels of the hypothalamic-pituitary-steroidogenic organ axis.
Despite this considerable progress, a number of important questions remain to be
answered. We still do not completely understand the factors that govern the
expression of SF-1 or that regulate its activity in different tissues. Nor do we
understand the specific roles of SF-1 at the different sites where it is expressed.
As noted earlier, the pituitary-specific knockout of SF-1 has helped establish the
functional importance of SF-1 within mouse gonadotropes. Similar efforts now
are underway to inactivate SF-1 specifically in the VMH (using neuron-specific
promoters), in Leydig/theca cells (using steroid 17�-hydroxylase or Mullerian
inhibiting substance (MIS) receptor promoters), and in Sertoli/granulosa cells
(using the MIS or inhibin promoters). These experiments should provide novel
insights into the specific functions of SF-1 at these sites.

What is the relationship of SF-1 to other closely related members of the NR5
nuclear receptor family? SF-1 most closely resembles another orphan nuclear
receptor, NR5A2, particularly within the DNA-binding domain, suggesting that
these two transcription factors may regulate overlapping target genes. Indeed,
both SF-1 and NR5A2 can activate promoter activity of the small heterodimer-
ization partner (SHP) nuclear receptor (Lee et al., 1999), which is expressed in
the adrenal cortex, liver, and other tissues. Interestingly, NR5A2 transcripts are
expressed at high levels in the corpus luteum of the ovary (Boerboom et al.,
2000), where it may replace SF-1 as a critical regulator of the cytochrome P450
steroid hydroxylases at certain stages of the ovulatory cycle.

While many laboratories have identified a diverse group of SF-1 target
genes, as summarized in Table I, these analyses largely have focused on transient
transfection assays using relatively limited stretches of promoter/regulatory
DNA. These studies may overemphasize the importance of SF-1 in gene
regulation and verification of important roles in vivo ultimately is needed. Among
the SF-1 target genes in Table I, evidence supporting such in vivo roles has been
provided for MIS (Giuili et al., 1997; Arango et al., 1999) and LH� (Keri and
Nilson, 1996). Moreover, important questions about specific roles of SF-1 in
development versus differentiated function may be too subtle to be addressed in
either global or tissue-specific knockouts. Although it was anticipated that SF-1
knockout mice might provide in vivo evidence for the importance of SF-1 in gene
expression, particularly for those genes involved in steroidogenesis, the failure of
the knockout mice to develop the steroidogenic organs and the VMH precluded
such analyses at these sites. Strong evidence for a developmental role of SF-1
came from studies in which forced expression of SF-1 in embryonic stem cells
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TABLE I
Sites of Action and Target Genes for Steroidogenic Factor-1

Ventromedial hypothalamic nucleus N-methyl-D-aspartate receptor

Gonadotropes � subunit of glycoprotein hormones

Luteinizing hormone (LH) �

Follicle-stimulating hormone (FSH) �

Gonadotropin-releasing hormone receptor

Adrenal cortex Cytochrome P450 steroid hydroxylases

3�-hydroxysteroid dehydrogenase

Steroidogenic acute regulatory protein (StAR)

Corticotropin receptor

Scavenger receptor-B1

Hydromethylglutaryl-CoA reductase

DAX-1

Aldose reductase-like protein

Gonads

Leydig cells Cytochrome P450 steroid hydroxylases

StAR

LH receptor

Insulin-like polypeptide 3

Prolactin receptor

Mullerian inhibiting substance (MIS) receptor

Sertoli cells MIS

Inhibin

FSH receptor

Sex-determining region Y (SRY)

SOX9 (SRY box)

Theca and granulosa cells Cytochrome P450 steroid hydroxylases

StAR

Inhibin

Oxytocin
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induced the expression of the cholesterol side-chain cleavage enzyme (Crawford
et al., 1997b). In contrast, analyses of mutant Y1 cells with defects affecting SF-1
function provided evidence for multiple roles in differentiated function. The
Schimmer laboratory showed that a SF-1 mutation was associated with decreased
expression of the ACTH receptor, 11�-hydroxylase, cholesterol side-chain cleav-
age enzyme, and steroidogenic acute regulator protein (StAR) (Frigeri et al.,
2000). Interestingly, the SF-1 defect affected the expression of the ACTH
receptor and 11�-hydroxylase to a much greater degree than cholesterol side-
chain cleavage enzyme or StAR, suggesting further subtleties among the target
genes in their regulation by SF-1.

The ability to disrupt SF-1 expression or function in a temporally specific
manner after development of the steroidogenic tissues is completed would help
to assess the importance of SF-1 in gene expression in a more physiological
context. To this end, transgenic systems in which Cre recombinase is fused to
ligand-inducible proteins (e.g., mutated versions of estrogen receptor or proges-
terone receptor) provide an opportunity to induce Cre pharmacologically by
treatment with synthetic agonists. Such temporally regulated knockouts should
provide a novel approach to examine the roles of SF-1 in this continuum of
differentiated function. A clear delineation of SF-1 specific target genes, an
increased understanding of the factors governing SF-1 function and expression,
and the temporal staging of SF-1 action undoubtedly will provide important new
insights into processes of endocrine differentiation and development.
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ABSTRACT

Despite the importance of fertilization for controlling human reproduction, regulating animal
production, and promoting preservation of endangered species, the molecular basis underlying
gamete binding and fertilization has been perplexing. More progress has been made in the mouse than
in other mammals and, recently, targeted deletion of specific genes in the mouse has yielded
intriguing results. This review will emphasize research performed by our laboratory and others done
primarily with mouse gametes but will include some interesting observations from other mammals.
Studies of murine fertilization indicate that oligosaccharides on the egg coat glycoprotein ZP3 bind
sperm. The precise oligosaccharides that bind sperm are the subject of considerable debate. ZP3 also
induces exocytosis of the sperm acrosome, allowing sperm to penetrate through the egg coat (zona
pellucida). A number of candidate ZP3 receptors have been proposed and studies of �1,4galacto-
syltransferase-I (GalT-I) are reviewed here in the most detail. Sperm from mice with a targeted
deletion of GalT-I still are able to bind the zona pellucida but are unable to acrosome react and
penetrate through the zona. Therefore, the unique role of GalT-I appears to be in signal transduction.
GalT-I forms a complex with heterotrimeric G proteins and activates signaling, leading to exocytosis
in sperm and in heterologous cells expressing GalT-I. Other signaling steps triggered by GalT-I are
under active investigation; this receptor forms a complex with a protein kinase anchoring protein.
After exocytosis of the acrosome, sperm penetrate the zona pellucida and fuse with the oocyte plasma
membrane using ADAM family members on sperm and integrins on oocytes. These proteins, along
with the tetraspanins on oocytes, may form a complex web at gamete fusion. Targeted deletion of
specific genes in this putative complex has provided important information about their redundancy.
After the oocyte is fertilized, the binding site for GalT-I is lost from ZP3, preventing additional sperm
from binding to the zona pellucida. New technical advances and creative ideas offer the opportunity
to make important advances and to solve the conundrum of fertilization.

I. Introduction

Fertilization is one of the most fascinating processes in biology. This
interaction between highly specialized cells provides a unique example of many
cellular processes, including specific cell adhesion, cell signaling, regulated
exocytosis, cell migration, cell fusion, and regulation of the cell cycle (Figure 1).
For example, gamete recognition proteins that mediate species-restricted sperm-
oocyte interactions provide a model of highly specific cell recognition events. At
fertilization, sperm must bind to the oocyte extracellular matrix (zona pellucida),
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activate the release of a large, specialized secretory vesicle (the acrosome), and
penetrate through the tough zona pellucida (Yanagimachi, 1994). Oocytes from
some species retain a layer of somatic cells at fertilization called cumulus cells.

FIG. 1. Schematic working model of fertilization. Acrosome-intact sperm complete capacitation
and bind to the zona pellucida. ZP3 binds mouse sperm through a receptor or receptor complex that
includes GalT-I (upper panel, see text). GalT-I binding activates heterotrimeric G proteins and
perhaps other signaling proteins in a complex and triggers the exocytosis of the sperm acrosome.
Once the fertilizing sperm completes the acrosome reaction, it migrates through the zona pellucida
and binds and fuses with the oocyte plasma membrane, using ADAM family members on sperm that
interact with integrins in a complex with tetraspanins on the oocyte plasma membrane (lower panel).
Fusion activates the oocyte, releasing cortical granules whose secretion modifies the zona pellucida
so that additional sperm do not bind the zona.
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These cells and their matrix are an added barrier that sperm must traverse. After
moving through the cumulus matrix and the zona pellucida, the fertilizing sperm
must bind to and fuse with the oocyte plasma membrane, resulting in oocyte
activation. During activation, the oocyte, previously suspended in metaphase II,
completes meiosis and triggers mechanisms to stop additional sperm from
penetrating through the zona pellucida and causing polyspermy (Yanagimachi,
1994). This complex series of cell interactions allows the formation of a new
diploid cell (zygote) that can develop into the wide variety of tissues found in
adult animals.

A better understanding of fertilization is vital to improving or controlling
fertility. Once the molecular basis underlying fertilization is elucidated, one can
develop specific tests to diagnose the causes of reduced fertility and therapies to
treat the specific cause. One could also develop new alternatives for contracep-
tion, to regulate the population of humans and pests. Despite the importance of
fertilization, a clear understanding of the molecular details has been elusive. This
review will present our work and that of others aimed at understanding this
process. Excellent reviews emphasizing other aspects of fertilization have been
published recently (Rankin and Dean, 2000; Nixon et al., 2001; Wassarman et
al., 2001).

II. Sperm-Zona Pellucida Binding

The initial step in gamete interaction in oocytes that lack cumulus cells is
sperm binding to the oocyte’s zona pellucida. Although sperm-zona binding is
not completely species specific, it appears to be largely species restricted
(Schmell and Gulyas, 1980; Moller et al., 1990; Rankin and Dean, 2000). The
zona pellucida is a porous but tough and rigid extracellular matrix. Sperm bind
to this formidable barrier and must exocytose the acrosome in order to pass
through the matrix (Yanagimachi, 1994). Considerable evidence produced during
the last 20 years suggests that sperm binding to the zona pellucida is a
carbohydrate-mediated process (Nixon et al., 2001; Wassarman and Litscher,
2001; Wassarman et al., 2001). Lectin-like proteins on sperm bind to oligosac-
charides on the zona pellucida proteins. This paradigm is probably similar to the
binding of sperm to invertebrate oocytes as well as lymphocyte homing, binding
of pathogens to their cellular hosts, and binding of pollen to plant stigma
(Wassarman and Litscher, 2001). The plethora of possible combinations of
monosaccharides that can be synthesized may provide the observed species
restrictions in sperm-zona binding.

Because each zona pellucida component is embedded in a matrix, investi-
gators initially had to solubilize and purify each zona protein to study its
function. The individual components of the mouse zona pellucida were studied
following heat or acid solubilization and separation by size. The original
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approach to identify the function of zona proteins was to add each protein to
sperm and determine which would bind sperm and competitively block sperm
binding to oocytes (Bleil and Wassarman, 1980). Under these conditions, only
one of the three zona proteins, ZP3, blocked binding of sperm to oocytes (Bleil
and Wassarman, 1980). Similarly, in direct binding assays, ZP3 bound to
acrosome-intact sperm but lower binding was observed to acrosome-reacted
sperm (Bleil and Wassarman, 1986; Mortillo and Wassarman, 1991). ZP3 is the
smallest of the proteins, with an apparent molecular weight of 83 kDa (Bleil and
Wassarman, 1980). The other two proteins, ZP1 and ZP2, have molecular
weights of about 200 and 120 kDa, respectively. All three zona proteins are
glycoproteins and appear as broad bands by SDS-PAGE (sodium dodecyl
sulfate-polyacrylamide gel electrophoresis) due to heterogeneous glycosylation
(Rankin and Dean, 2000; Wassarman and Litscher, 2001). Oligosaccharides are
found on all three glycoproteins on both asparagine (N-linked) and serine/
threonine (O-linked) residues (Shimizu et al., 1983; Florman and Wassarman,
1985). Most evidence indicates that O-linked oligosaccharides of ZP3 bind
mouse sperm (Florman and Wassarman, 1985), although there is recent evidence
that N-linked oligosaccharides also may have binding activity in other species
(Nakano and Yonezawa, 2001). Based on site-directed mutagenesis, the O-linked
oligosaccharides that bind mouse sperm appear to be linked to ZP3 at serine-332
and serine-334, found in the carboxy terminal half of ZP3 (Chen et al., 1998).
This region appears to be the most polymorphic among species (discussed in
greater detail below) (Wassarman and Litscher, 2001; Wassarman et al., 2001).

A. IDENTITY OF SPERM-BINDING OLIGOSACCHARIDES
IN THE ZONA PELLUCIDA

The precise oligosaccharides on ZP3 that bind sperm have not been identi-
fied. There are conflicting data regarding the nonreducing terminal monosaccha-
ride that is necessary to bind sperm. Removing or blocking N-acetylglucosamine
residues from ZP3 blocks sperm binding (Shur and Hall, 1982a; Lopez et al.,
1985; Miller et al., 1992). Similarly, removal of mannose, �-galactose, or fucose
residues from ZP3 blocks sperm binding (Bleil and Wassarman, 1988; Cornwall
et al., 1991). Synthetic oligosaccharides containing �-galactose, �-galactose, or
mannose residues as terminal monosaccharides inhibit sperm binding competi-
tively (Cornwall et al., 1991; Litscher et al., 1995; Johnston et al., 1998). Recent
analysis of the composition of the entire mouse zona pellucida suggested
structures for over 20 high mannose and complex N-linked structures, many of
which contained these residues. In contrast, these investigators recovered less
total O-linked oligosaccharide, the oligosaccharides that are believed to bind
mouse sperm. Structures for only 10 to 13 O-linked oligosaccharides could be
proposed (Easton et al., 2000). A problem with analyzing the total composition
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of the zona pellucida or purified ZP3 is that oligosaccharides in the zona
pellucida are not distributed homogeneously. For example, terminal �-galactosyl
residues are distributed primarily in the inner half of the zona pellucida, whereas
other terminal monosaccharides such as N-acetylglucosamine residues are dis-
tributed homogeneously throughout the zona pellucida (Aviles et al., 2000). This
heterogeneity is also a problem when interpreting the effect of adding soluble
ZP3 or glycosidase-treated ZP3 because some of the ZP3 would be from the
inner portion of the zona and not be exposed to sperm at initial binding. The
necessity of �-galactosyl residues is also in doubt because oocytes from mice
bearing null mutations in �1,3-galactosyltransferase have normal fertility (Thall
et al., 1995). The precise structure of the oligosaccharides that bind sperm
remains unresolved. Additional studies of intact oocytes from mice engineered to
have specific mutations or deletions in glycosyltransferases will probably provide
the most compelling information about which oligosaccharides are crucial for
sperm binding.

While it is generally agreed that, in mice, oligosaccharides of ZP3 are
responsible for binding sperm, in other animals, the situation is less clear. In
domestic pigs and cattle, there is evidence that ZP1, perhaps in a complex with
ZP3, binds sperm (Kudo et al., 1998; Yurewicz, et al., 1998; Yonezawa et al.,
2001). The sperm-binding activity of ZP1 (sometimes called ZPB or ZP3�) is
contrary to the lack of sperm-binding activity of ZP1 in mice. A nagging problem
with the porcine and bovine zona and the zona pellucida proteins from some
other species is that they have not been purified without partial deglycosylation.
All studies performed with individual porcine zona proteins have used endo-�-
galactosidase-treated proteins. Although endo-�-galactosidase-treated porcine
ZP1 retains some sperm-binding activity, partial deglycosylation of other zona
proteins may influence their sperm receptor activity. A second consideration is
that removal of some oligosaccharides from ZP1 by endo-�-galactosidase may
expose cryptic sperm-binding oligosaccharides. Conclusions about the biological
activity of purified porcine zona proteins have this caveat. Another difference
between the porcine and mouse zona is evidence that the sperm-binding oligo-
saccharides may be linked to the porcine zona protein through both asparagine
and serine/threonine linkages (Yurewicz et al., 1992; Yonezawa et al., 1997;
Nakano and Yonezawa, 2001). Further study is necessary to determine whether
the glycosylation differences may contribute to species specificity during sperm-
oocyte binding. The possibility that each species may process ZP3 differently is
supported by evidence from mice that express human ZP3 but have a null
mutation in mouse ZP3. Oocytes from these mice form a normal-appearing zona
but do not bind human sperm; instead, they bind mouse sperm (Rankin et al.,
1998). One interpretation is that mouse oocytes process ZP3 in a unique way,
allowing human ZP3 to have the biological activity of mouse ZP3.
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The evidence that porcine and bovine ZP1 homologues bind sperm raises the
issue that mouse ZP1 or ZP2 may bind sperm. One would not expect that species
would use different zona proteins to bind sperm but, instead, species might use
unique variants of the same gamete receptors. In the initial experiments testing
their activity, denatured soluble ZP1, ZP2, and ZP3 were individually tested for
their ability to bind sperm and competitively inhibit sperm binding to oocytes.
Only ZP3 was active (Bleil and Wassarman, 1980). Soluble ZP2 bound to
acrosome-reacted sperm (Bleil et al., 1988) but neither ZP1 or ZP2 had an effect
on acrosome-intact sperm. A proviso is that denaturation may have negated any
biological activity of ZP1 and ZP2. Because zona proteins are deposited into an
insoluble matrix, they are denatured to solubilize and purify them. An alternative
is to synthesize recombinant zona proteins individually. Importantly, the recom-
binant zona proteins must be post-translationally processed by the cell as they
would be by the oocyte, the cell that synthesizes zona proteins in most mammals
(Rankin and Dean, 2000; Wassarman and Litscher, 2001). In the absence of
careful oligosaccharide analysis, one must question results with recombinant
zona proteins. Recombinant ZP3 produced by embryonal carcinoma cells and
Chinese hamster ovary (CHO) cells appears to be processed by these cells
similarly but not exactly the way oocytes process ZP3. Like oocyte-produced
ZP3, recombinant mouse ZP3 produced by embryonal carcinoma and CHO cells
binds mouse sperm (Kinloch et al., 1991; van Duin et al., 1994; Brewis et al.,
1996). But, unlike oocyte-produced mouse ZP3, which binds hamster sperm
(Moller et al., 1990), recombinant mouse ZP3 expressed in somatic cells does not
bind hamster sperm (Kinloch et al., 1991; Litscher and Wassarman, 1996). The
glycosylation of other recombinant zona proteins has not been analyzed and their
biological activity in purified native form has not been tested. But oocytes from
mice with null mutations in ZP1 still are able to bind sperm (Rankin et al., 1999).
Clearly, ZP1 is not necessary for mouse sperm binding.

B. RECEPTORS FOR ZONA PELLUCIDA PROTEINS

A number of zona receptors on sperm have been studied but how they may
function individually or collectively is not yet clear. Identifying zona receptors
has proved to be more difficult than identifying the zona ligands, probably
because of the greater complexity of the sperm surface, as compared to the zona
pellucida. There may be multiple receptors to account for the multiple affinities
of ZP3 to sperm (Thaler and Cardullo, 1996). We will discuss zona receptors
based upon how they were isolated and whether they appear to be primary
receptors (found on plasma membrane of acrosome-intact sperm) or secondary
receptors (on acrosome-reacted sperm), although data on the location of all the
candidates are not available.
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Several receptor candidates have been isolated, based on their affinity for the
zona pellucida. From mouse sperm, sp56 was isolated based on its affinity for
ZP3 and �-galactose residues (Cheng et al., 1994; Bookbinder et al., 1995) while
zonadhesin, proacrosin, sp38, P47, and a group of proteins called spermadhesins
(all studied most on porcine sperm) were isolated based on their affinity for
whole zona pellucida (Hardy and Garbers, 1995; Ensslin et al., 1998; Jansen et
al., 2001). The specific zona ligand for the latter group is unknown. Further study
revealed that sp56 was found within the acrosome (Foster et al., 1997; Kim et al.,
2001a). In this location, its function may be to tether sperm onto the zona
pellucida as they are undergoing the acrosome reaction. Proacrosin, P-selectin,
and sp38 are found within the acrosome and exposed during the acrosome
reaction, where they can serve as secondary zona receptors (Mori et al., 1995;
Geng et al., 1997; Jones et al., 1988). Although mice lacking either P-selectin or
proacrosin are fertile, careful analysis of proacrosin null sperm shows that these
sperm penetrate the zona pellucida more slowly (Mayadas et al., 1993; Adham
et al., 1997). This is probably because the activated form of proacrosin is
important for dispersal of the acrosomal matrix during the acrosome reaction
(Yamagata et al., 1999). The spermadhesins and P47 are peripheral membrane
proteins (Ensslin et al., 1998; Jansen et al., 2001). Many of the spermadhesins are
produced by seminal vesicles (Jansen et al., 2001). Because sperm from the
cauda epididymis that have not been exposed to secretions from the seminal
vesicles have normal fertility, spermadhesins that are seminal vesicle products do
not appear to be necessary for fertilization. Whether zonadhesin is intracellular
or on the plasma membrane has not been reported (Hickox et al., 2001).

Another approach to identify zona receptors has been to develop antibodies
that block sperm-zona binding. A monoclonal antibody to sperm PH-20 blocks
fertilization, implicating PH-20 in zona binding (Myles and Primakoff, 1997).
PH-20 is an interesting molecule that has both hyaluronidase and zona binding
activity (Hunnicutt et al., 1996). It appears to have a dual role. PH-20 on the
postacrosomal region of sperm and perhaps PH-20 released by acrosome-
reacting sperm disperses the cumulus cells, allowing sperm passage (Hunnicutt
et al., 1996). After the acrosome reaction, PH-20 binding is necessary for sperm
to bind the zona pellucida (Hunnicutt et al., 1996). Therefore, PH-20 appears to
be a secondary zona receptor, although the zona ligand is unknown. Sperm Sp17
is an acrosomal protein first isolated using antibodies. It has affinity for the zona
pellucida and other sulfated glycoproteins (Yamasaki et al., 1995; Wen et al.,
2001).

P95 is a mouse sperm protein identified by SDS-PAGE, transfer to nitro-
cellulose, and ligand blotting, using ZP3 as a ligand (Leyton and Saling, 1989a).
Whether it is acrosomal or on the plasma membrane is not known. A sequence
of the putative human homologue has been reported but the sequence may, in
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fact, be the sequence of c-mer (Burks et al., 1995; Bork, 1996; Tsai and Silver,
1996).

C. �1,4GALACTOSYLTRANSFERASE AS A
MULTIFUNCTIONAL PROTEIN

The zona receptor candidate that has been investigated most extensively is
an enzyme with two forms that have roles at two distinct regions of the cell.
�1,4Galactosyltransferase (GalT) was named for its ability to add galactose to
glycoproteins and glycolipids with terminal N-acetylglucosamine residues. Like
other glycosyltransferases, GalT-I is a type II membrane glycoprotein whose
catalytic domain is in the internal compartment of the Golgi (Joziasse, 1992). In
addition to its Golgi location, some GalT was discovered as a component of the
plasma membrane of specific cells (Shur, 1991). More recently, other glycosyl-
transferases have been found on the plasma membrane, so GalT appears not to
be unique (Borsig et al., 1996; Close and Colley, 1998; Mandel et al., 1999). On
the plasma membrane, the catalytic domain is externally oriented. Because the
typical galactose donor, uridine diphosphate (UDP)-galactose, is not present in
the extracellular fluid, GalT may not be able to carry out a synthetic function.
Rather, it appears to act as a lectin and bind to galactose acceptors, specific
glycoproteins that have appropriately presented N-acetylglucosamine residues at
nonreducing termini (Shur, 1993).

Recently, several other gene products were discovered with GalT activity.
At least six additional genes encode proteins capable of adding galactose to
N-acetylglucosamine; some of these enzymes prefer specific substrates (e.g.,
glycolipid rather than glycoprotein) (Amado et al., 1999). Of the seven GalTs
identified, to date, only the first GalT sequenced, referred to as GalT-I, has been
shown to have both plasma membrane and Golgi distributions. A variety of
experiments have demonstrated that GalT-I is found on the surface of some cells.
Antibodies to recombinant GalT-I or GalT-I peptides bind to the plasma mem-
brane of live sperm and some somatic cells, as assessed by confocal microscopy
(Youakim et al., 1994a; Larson and Miller, 1997; Tengowski et al., 2001).
GalT-I can be detected as a biotinylated protein when sperm plasma membrane
proteins are biotinylated by nonpermeable biotin analogs (Larson and Miller,
1997). Enzyme assays of intact cells demonstrate that GalT-I is on the surface
and the enzyme is detected on enriched plasma membrane fractions (Fayrer-
Hosken et al., 1991; Shur, 1991).

The GalT-I gene is unusual because, in the four mammals with sequence
information, it has two translation start sites that encode two slightly different
proteins (Shaper et al., 1988; Russo et al., 1990; Mengel-Gaw et al., 1991; E.A.
Landers and D.J. Miller, unpublished results). One start site of the mouse gene
is 39 bases upstream of the second site. When translated, this results in a long
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form of the protein that is identical to the short form, except that it has 13
additional amino acids, yielding 24 amino acids at its amino terminal cytoplasmic
domain rather than 11. Both forms share a noncleavable signal-anchor/trans-
membrane domain, a stem region, and long extracellular/lumenal catalytic
domain. The long form is found on the plasma membrane as well as in the Golgi.
This was demonstrated most convincingly using antibodies generated to the
sequence specific to the long form (Youakim et al., 1994a). Only the long form
is able to activate signal transduction in response to binding of a ligand
(discussed below). Cells are able to specifically regulate transcription of each
form. The long form appears to be constitutively synthesized in many cells. The
short form can be specifically upregulated by the mammary gland during
lactation, where it forms the lactose synthase complex (Shaper et al., 1998). The
functions in cell adhesion, fertilization, lactation, and glycosylation demonstrate
the broad importance of GalT-I. This multifunctional protein was first named for
its enzyme activity in the Golgi but, in view of the breadth of actions GalT-I
carries out, the name implies too narrow a function.

How GalT-I is targeted to two different locations on the cell is an intriguing
question. Indeed, how glycosyltransferases are retained in the Golgi is an active
area of research. There are two prominent models proposed to explain glycosyl-
transferase retention (Colley, 1997). One hypothesis, known as the bilayer
thickness model, is that the length of the glycosyltransferase transmembrane
domain mediates retention in the Golgi membrane. The shorter transmembrane
domains of Golgi proteins may prevent them from entering the cholesterol-rich
membranes of transport vesicles that would otherwise carry the enzymes to the
plasma membrane. A second hypothesis is referred to as kin recognition. In this
model, glycosyltransferases form oligomers or perhaps large hetero-oligomers
that do not enter secretory vesicles. Neither model completely explains the
observations in the literature. The stem region or cytoplasmic tail also may
influence Golgi retention of some glycosyltransferases (Milland et al., 2001;
Sasai et al., 2001). In any case, the Golgi retention mechanism must be altered
or overridden for GalT-I to move to the plasma membrane.

D. �1,4GALACTOSYLTRANSFERASE AS AN
ADHESION RECEPTOR

As a plasma membrane molecule, GalT-I can act as a receptor for specific
glycoproteins, including ZP3. All known ligands for GalT-I have terminal
N-acetylglucosamine residues. Therefore, it appears that, as expected, GalT-I
recognizes glycoproteins that could be galactose acceptors in the Golgi. On the
other hand, terminal N-acetylglucosamine is not sufficient for a glycoprotein to
be a sperm GalT-I ligand. For example, both ZP1 and ZP2 have N-acetylglu-
cosamine at nonreducing termini but they are not ligands for sperm GalT-I
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(Miller et al., 1992). The additional ligand requirements for sperm membrane-
bound GalT-I are unknown and could include oligosaccharide or protein deter-
minants. What regulates the specificity of GalT-I is not certain but it is possible
that being embedded in the plasma membrane influences substrate specificity.
Detergent solubilization of GalT-I from somatic cells allows the enzyme to bind
to a much wider variety of ligands (Begovac et al., 1991). The soluble forms of
some glycosyltransferases that are cleaved from the membrane-bound forms
glycosylate substrates less efficiently (Zhu et al., 1998). In addition, the binding
specificity of GalT-I could be influenced by other proteins in a putative receptor
complex in the sperm plasma membrane. The question of binding specificity is
an important one to understanding GalT-I function.

During spermatogenesis, GalT-I is synthesized by spermatogonia, primary
and secondary spermatocytes, and round spermatids (Pratt and Shur, 1993;
Charron et al., 1999). Interestingly, a unique transcript is synthesized in sper-
matocytes and round spermatids that, when translated, yields only the long form
of the protein (Charron et al., 1999). As the round spermatids change their shape
to that of mature sperm, GalT-I moves to the developing sperm head and
becomes localized to the plasma membrane in the acrosomal region of sperm
(Scully et al., 1987; Pratt and Shur, 1993). GalT-I from sperm behaves as a
typical integral membrane protein with a molecular weight of 60 kDa (Shur and
Neely, 1988). In the epididymis, glycoconjugates in the epididymal fluid bind to
GalT-I, blocking the interaction of GalT-I with other ligands such as the zona
pellucida. These glycoconjugates are lost from sperm during capacitation, the
final sperm maturation process that occurs in the female tract, enabling GalT-I to
bind other ligands (Shur and Hall, 1982b). During fertilization, GalT-I on the
mouse sperm surface binds to ZP3 but not other zona pellucida glycoproteins
(Miller et al., 1992). This fulfills an important criterion for bona fide ZP3
receptors.

The biological importance of the GalT-I and ZP3 adhesion was tested in
several in vitro assays. When N-acetylglucosamine residues were either blocked
or removed from soluble ZP3, it lost its ability to bind sperm (Miller et al., 1992).
This suggested that the interaction between GalT-I and ZP3 was necessary for
gamete binding. In similar experiments using the intact zona pellucida, blocking
or removing N-acetylglucosamine residues reduced binding of sperm (Shur and
Hall, 1982a; Lopez et al., 1985). Blocking GalT-I with antibodies, Fab fragments,
or �-lactalbumin (a protein that modifies the substrate specificity of GalT-I)
reduces sperm binding to the zona pellucida (Shur and Hall, 1982a; Lopez et al.,
1985). Purified GalT-I from sperm blocks sperm-zona binding when added as a
competitor. All these results demonstrate the important function of sperm GalT-I
in zona binding.

The oligosaccharides on ZP3 that bind GalT-I have the same characteristics
as oligosaccharides shown in independent experiments to bind sperm. The
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binding site for GalT-I on ZP3 was removed by mild alkaline hydrolysis but not
peptide-N-glycosidase F, suggesting it was O linked (Miller et al., 1992). The
chromatographic behavior of the GalT-I binding site and the active ZP3 O-linked
oligosaccharides was similar (Miller et al., 1992). Further characterization of the
oligosaccharides that bind sperm and GalT-I has been problematic due to the
difficulty in obtaining sufficient zona pellucida glycoproteins.

E. �1,4GALACTOSYLTRANSFERASE ACTIVATES SIGNAL
TRANSDUCTION AND THE ACROSOME REACTION

In addition to its role in binding, ZP3 is also the zona protein that triggers the
acrosome reaction in sperm (Figure 1). The acrosome is a membrane-bound
organelle located in the anterior portion of the head between the nucleus and the
plasma membrane. During the acrosome reaction, the outer membrane of
the acrosome fuses with the overlying plasma membrane and the contents of the
acrosome are dispersed. This relatively slow exocytosis includes a gradual
dissolution of the acrosomal matrix stored within the acrosome (Kim et al.,
2001b). The acrosome reaction is required for sperm to penetrate through the
zona pellucida. Isolated ZP3, purified in a soluble form from the zona pellucida
or expressed in heterologous cells, induces the acrosome reaction when added to
sperm (Bleil and Wassarman, 1983; Kinloch et al., 1991; Wassarman et al.,
2001).

Although oligosaccharides on ZP3 bind sperm, the oligosaccharides or small
glycopeptides from ZP3 are unable to induce the acrosome reaction (Florman et
al., 1984; Leyton and Saling, 1989b). However, addition of antibodies to the ZP3
glycopeptides induces the acrosome reaction, supporting the model that ZP3
requires a multivalent interaction with receptors on sperm to induce signal
transduction (Leyton and Saling, 1989b). Consistent with this model, each ZP3
molecule can bind two or three GalT-I molecules (Miller et al., 1992). This
appears similar to the behavior of somatotropin and its receptor (Cunningham et
al., 1991).

At some point during the acrosome reaction, sperm lose their affinity for ZP3
and develop an affinity for ZP2 (Bleil et al., 1988). This so-called secondary
binding may maintain sperm on the zona pellucida and aid in penetration of
sperm through the zona pellucida. Whereas ZP2 and ZP3 have functional roles
in both zona formation and sperm binding, ZP1’s major function is only
structural. ZP1 appears to crosslink the other zona proteins to provide form to the
matrix. In the absence of ZP1, ZP2 and ZP3 form a loose, fragile zona pellucida
(Rankin et al., 1999).

The first indication that GalT-I may act as a signaling receptor was the result
of experiments with GalT-I antibodies that apparently can mimic ZP3 (Macek et
al., 1991). Intact immunoglobulin G (IgG) induces the acrosome reaction in
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capacitated mouse sperm but Fab fragments do not, even though they still inhibit
sperm-zona binding. However, if the Fab are cross-linked with a secondary IgG,
they trigger the acrosome reaction on sperm. Although this is intriguing, an
alternative explanation is that IgG can affect sperm viability and sperm often
release their acrosomes as a consequence of death. This is unlikely because
control IgG did not induce the acrosome reaction. If GalT-I aggregation is
sufficient to induce the acrosome reaction, a further prediction is that other
multivalent GalT-I ligands would act in the same manner. This prediction was
borne out in two ways. Bovine serum albumin (BSA) derivatized with N-
acetylglucosamine induces the acrosome reaction in mouse sperm but unconju-
gated N-acetylglucosamine does not (Loeser and Tulsiani, 1999). The specificity
of the response is in question because these authors also found that N-acetyl-
galactosamine or mannose coupled to BSA induces the acrosome reaction in
mouse sperm. Using polyacrylamide as a matrix, N-acetylglucosamine on poly-
acrylamide triggers acrosomal exocytosis. Free N-acetylglucosamine, polyacryl-
amide, or polyacrylamide derivatized with galactose have no effect (Nixon et al.,
2001).

Although multivalent binding appears necessary for signal transduction
through GalT-I, the state of GalT-I in the plasma membrane is not certain. In the
Golgi membrane, GalT-I appears to have the ability to form multimers but its
state in the plasma membrane is uncertain (Yamaguchi and Fukuda, 1995). At
least two models are possible. On the plasma membrane, GalT-I may exist as a
monomer and cross-linking by ZP3 or GalT-I IgG would induce signal trans-
duction. Alternately, GalT-I in the membrane may exist as a multimer and
multivalent binding induces a response in the GalT-I complex that activates
signal transduction.

The signaling response elicited in sperm by ZP3 includes some components
found in somatic cells. For example, during capacitation, there is an increase in
tyrosine phosphorylation of sperm proteins (Visconti and Kopf, 1998). Presum-
ably, this is caused by activation of either receptor or nonreceptor tyrosine
kinases, although the identity of the activated kinases is unclear. The role of G
proteins in the acrosome reaction has been studied more extensively. Induction
of the acrosome reaction by ZP3 can be blocked by pertussis toxin, demonstrat-
ing that a subclass of heterotrimeric G proteins is necessary for the acrosome
reaction (Ward and Kopf, 1993). The pertussis toxin substrates Gi1 and Gi2 are
activated by ZP3 binding to sperm (Ward et al., 1994). G protein activation may
lead to transient intracellular alkalinization, enabling a robust influx of calcium
in response to zona pellucida binding (Florman et al., 1998).

If some GalT-I antibodies mimic ZP3 by acting as GalT-I agonists, one
would expect they would activate signal transduction steps normally activated by
ZP3. Pharmacological agents that block the ZP3-induced acrosome reaction
might also block the GalT-I antibody-induced acrosome reaction. In concordance
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with this prediction, pertussis toxin blocks the GalT-I antibody-induced acro-
some reaction (Gong et al., 1995). GalT-I antibodies also activate sperm G
proteins, assessed by an increase in high-affinity guanosine triphosphate (GTP)
binding (Gong et al., 1995). Activated G proteins hydrolyze GTP as they are
inactivated. Measurement of GTP hydrolysis often is used to confirm G protein
activation. Membrane preparations from sperm also increased GTP hydrolysis in
response to GalT-I antibodies, supporting the hypothesis that GalT-I activates
heterotrimeric G proteins (Figure 2).

The results suggesting that GalT-I activates G proteins were unexpected
because most G protein-coupled receptors span the plasma membrane seven
times and GalT-I has only a single transmembrane sequence. To confirm that
GalT-I interacts with G proteins, we expressed GalT-I in heterologous cells. We
selected Xenopus laevis oocytes to express GalT-I because they synthesize a
wide variety of heterotrimeric G proteins (Olate et al., 1990) and G protein
activation leads to exocytosis (Kline et al., 1991). As expected, expression of
GalT-I allowed oocytes to bind ZP3 but not ZP1 or ZP2 (Figure 3) (Shi et al.,
2001). The calculated dissociation constant, although variable between ZP3
preparations, was 9 nM, intermediate between the expected affinity for low- and
high-affinity ZP3 receptors (Thaler and Cardullo, 1996).

In sperm, ZP3 and antibodies to GalT-I activate G proteins and trigger the
exocytosis of the acrosome. Likewise, oocytes exocytose their cortical granules
when traditional G protein-coupled receptors are expressed in oocytes and the
ligand is added (Kline et al., 1991). When we expressed GalT-I on Xenopus

FIG. 2. Membrane preparations from sperm increase GTP hydrolysis in response to GalT-I
antibodies. GTPase assays were performed using methods similar to those described elsewhere (Ward
et al., 1992). GalTase antibodies or solubilized zona proteins were added to sperm membranes in
reaction buffer. The samples were incubated at 30°C for 15 minutes. The assay was stopped and
released 32P was counted. Background counts were obtained from samples without membranes.
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oocytes and added GalT-I ligands, such as antibodies or ZP3, the oocytes
released their cortical granules (Figures 4 and 5) (Shi et al., 2001). Indeed, the
oocytes showed other indications of activation, including the elevation of the
vitelline envelope and the cortical contraction. Pertussis toxin blocked oocyte
activation, demonstrating that the G proteins activated by GalT-I on sperm and
oocytes were related. GalT-I activation by agonistic antibodies or ZP3 also
activated G proteins, as indicated by increased GTP binding and GTP hydrolysis
(Figures 6 and 7). Expressing GalT-I and perhaps other candidate zona receptors
on Xenopus oocytes may be a fruitful way to identify the motifs of the receptors
involved in signal transduction.

We have used the oocyte expression system to begin studies of the GalT-I
motifs that are necessary for signal transduction and exocytosis. Although most
G protein-coupled receptors have the traditional seven transmembrane domains,
there are at least three examples of receptors that appear to couple to G proteins
that have a single transmembrane domain (Okamoto et al., 1990, Liang and
Garrison, 1991; Yang et al., 1991; Nishimoto et al., 1993; Sun et al., 1997). They
are the insulin-like growth factor-II/mannose-6-phosphate receptor (IGF-II/
M6PR), amyloid protein precursor, and epidermal growth factor receptor, al-
though the results with IGF-II/M6PR are controversial (Korner et al., 1995).

FIG. 3. ZP3, but not ZP2, bound to Xenopus oocytes expressing GalT-I. Increasing concentra-
tions of each zona glycoprotein were added to Xenopus oocytes expressing GalT-I and water-injected
control eggs. With increasing zona protein concentration, ZP3 binding increased to saturation but ZP2
binding did not differ between RNA-injected and water-injected eggs. In this ZP3 preparation, the KD

was approximately 9 nM but affinity was variable between ZP3 preparations. [Adapted with
permission from Shi X, Amindari S, Paruchuru K, Skalla D, Burkin H, Shur BD, Miller DJ 2001 Cell
surface �-1,4-galactosyltransferase-I activates G protein-dependent exocytotic signaling. Develop-
ment 128:645–654. Copyright Company of Biologists, Ltd.]
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Studies of the first two examples and mastoparan, a peptide that activates Gi and
Go proteins, have led to a proposed structural motif (Okamoto et al., 1990;
Nishimoto et al., 1993). The minimal motif is from 14–23 amino acids long and
contains two basic amino acids near the N-terminus and the sequence BBXB or
BBXXB near the C-terminus, where B is a basic residue and X is any residue.
More recent studies have identified similar clusters of basic domains in tradi-
tional seven transmembrane-spanning receptors that are necessary for G protein
activation (Lee et al., 1996; Xie et al., 1997; Frandberg et al., 1998; Wade et al.,
1999; Wang, 1999). The cytoplasmic domain of long GalT-I is 24 amino acids
in length and has clusters of basic residues at each end of the cytoplasmic

FIG. 4. Changes observed as Xenopus eggs expressing GalT-I are activated. Eggs were
sectioned and cortical granules stained with periodic acid-Schiffs reagent (PAS). (A) Control egg
injected with water and treated with GalT-I antibodies. Cortical granules are evident just under the
plasma membrane, labeled with an arrow. (B) GalT-I-expressing egg treated with GalT-I antibody
showing release of cortical granules. The arrow shows the exocytosis of cortical granules. The
vitelline envelope has separated from the plasma membrane, as shown by the arrowhead. (C) Eggs
expressing GalT-I prior to addition of GalT-I antibody. (D) The same eggs as in (C) 10 minutes after
addition of GalT-I antibody showed contraction of the pigmented zone of the animal pole. (E) GalT-I-
expressing egg treated with GalT-I antibody illustrating the elevation of the vitelline envelope, shown
by the arrow. [Adapted with permission from Shi X, Amindari S, Paruchuru K, Skalla D, Burkin H,
Shur BD, Miller DJ 2001 Cell surface �-1,4-galactosyltransferase-I activates G protein-dependent
exocytotic signaling. Development 128:645–654. Copyright Company of Biologists, Ltd.]
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sequence. The cytoplasmic domain of short GalT-I is only 11 amino acids and
lacks the N-terminal cluster of basic residues. Short GalT-I was unable to activate
G proteins and exocytosis when expressed in oocytes (Figures 5 and 6).
Therefore, we mutated the two arginine residues near the N-terminus found only
in the long form and expressed this mutant in oocytes. The mutant did not
activate G proteins and did not activate oocytes or trigger the release of cortical
granules (Figures 5 and 6; Shi et al., 2001). This suggests that GalT-I may
interact with G proteins using motifs related to those found in seven transmem-
brane receptors that interact with G proteins.

FIG. 5. GalT-I agonists activated Xenopus eggs expressing long GalT-I. (A) Addition of total
zona pellucida (ZP) glycoproteins, ZP3, or GalT-I antibodies (Imm) to eggs expressing GalT-I
triggered cortical granule exocytosis, cortical contraction, and vitelline envelope elevation. Ligands
were added to GalT-I-expressing eggs and signs of activation were observed for 20 minutes. GalT-I-
expressing eggs treated with preimmune antibodies (PI), monovalent Fab fragments (Imm Fab) or ZP2
had background activation rates. Pertussis toxin (PTx) pretreatment of eggs prevented activation. (B)
Eggs injected with water had low activation rates. (C) Eggs expressing the short GalT-I protein (SGT)
or (D) expressing long GalT-I with a mutation in the putative G protein activation domain (�LGT)
did not activate in response to agonists. An asterisk above the bars indicates a significant difference
from the groups without an asterisk (P � 0.01). [Adapted with permission from Shi X, Amindari S,
Paruchuru K, Skalla D, Burkin H, Shur BD, Miller DJ 2001 Cell surface �-1,4-galactosyltransferase-I
activates G protein-dependent exocytotic signaling. Development 128:645–654. Copyright Company
of Biologists, Ltd.]
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If GalT-I signaling proceeds through G protein activation, there may be a
direct interaction between GalT-I and a specific G protein complex. Alternately,
GalT-I could bind to a type of adapter protein that could, in subsequent steps,
activate G proteins. Therefore, it was important to determine whether there was
a protein-protein connection between GalT-I and G proteins. The sequence
corresponding to the long form of the GalT-I cytoplasmic domain was coupled
to Sepharose and used to precipitate proteins that associated with the long form
of GalT-I. Both Gi� and G�� were precipitated with GalT-I (Gong et al., 1995).

FIG. 6. GalT-I agonists increase GTP�[35S] binding to membranes from Xenopus oocytes
expressing long GalT-I. (A) Addition of total zona pellucida (ZP) glycoproteins, ZP3, or GalT-I
antibodies (Imm) to eggs expressing GalT-I increased GTP�[35S] binding. Addition of preimmune
antibodies (PI), monovalent Fab fragments (Imm Fab) or ZP2 activated only background levels of
GTP�[35S] binding. Pertussis toxin (PTx) pretreatment of eggs prevented any change in GTP�[35S]
binding in response to GalT-I agonists. (B) Membranes from water-injected control eggs showed no
change in GTP�[35S] binding. (C) Eggs expressing the short GalT-I protein or (D) eggs expressing
long GalT-I with a mutation in the putative G protein-binding domain did not respond to GalT-I
agonists. An asterisk above the bars indicates a significant difference from the groups without an
asterisk (P � 0.05). [Adapted with permission from Shi X, Amindari S, Paruchuru K, Skalla D,
Burkin H, Shur BD, Miller DJ 2001 Cell surface �-1,4-galactosyltransferase-I activates G protein-
dependent exocytotic signaling. Development 128:645–654. Copyright Company of Biologists, Ltd.]
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This demonstrated that G proteins could form complexes with the GalT-I
cytoplasmic domain but, unfortunately, this technique does not identify the
specific protein-protein interactions. A valuable approach to identify protein
partners that interact directly is the yeast two-hybrid system. Among several
proteins identified as GalT-I binding partners using the yeast two-hybrid system
is a protein called SSeCKS (Wassler et al., 2001). SSeCKS is expressed in the
testis and found on the periacrosomal area of mature sperm, the same region as
GalT-I (Erlichman et al., 1999; Nixon et al., 2001). Immunoprecipitation studies
confirmed that GalT-I interacts with SSeCKS (Wassler et al., 2001). SSeCKS is
particularly interesting because it can serve as an anchoring protein for both
protein kinase A and C and may thereby regulate signal transduction (Lin et al.,
1996; Erlichman et al., 1999).

III. Signal Transduction Steps During the Acrosome Reaction

The sequence of events that triggers the acrosome reaction is not certain but
some pieces are starting to fit together into a model. The target of the activated
G proteins is not clear. Members of the phospholipase C family are frequent
targets of G proteins. It is intriguing that targeted deletion of one phospholipase
C� isoform (PLC�4) reduces male fertility and fertilization rates (Fukami et al.,
2001). The effect on fertility was apparently related to the inability of sperm to
release the acrosome in response to binding the zona pellucida. Whether PLC�4
is activated by G proteins or some other mechanism is unknown. Other phos-

FIG. 7. Addition of ZP3 or GalT-I antibodies (Imm) to eggs expressing GalT-I increased GTP
hydrolysis. Preimmune antibodies (PI) or ZP2 stimulated only background levels of GTPase activity
(left panel). Control eggs injected with water did not respond to GalT-I agonists (right panel). An
asterisk above the bars indicates a significant difference from the groups without an asterisk (P �
0.05). [Adapted with permission from Shi X, Amindari S, Paruchuru K, Skalla D, Burkin H, Shur BD,
Miller DJ 2001 Cell surface �-1,4-galactosyltransferase-I activates G protein-dependent exocytotic
signaling. Development 128:645–654. Copyright Company of Biologists, Ltd.]
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pholipase C isoforms are present in sperm (Walensky and Snyder, 1995). How
any PLC isoform is activated in sperm is unclear because of the gaps in our
knowledge of signaling through ZP3 receptors. Inositol 1,4,5-trisphosphate (IP3)
produced by PLC can bind to and activate IP3 receptors on the acrosome
(Walensky and Snyder, 1995). Release of calcium from the acrosome depletes
the internal stores of calcium, activating store-operated calcium channels and
allowing calcium influx. The store-operated channels include the protein Trp2
and perhaps other Trp proteins (Jungnickel et al., 2001). Additionally, ZP3
binding triggers membrane depolarization and a transient influx of calcium
through what behave as low-voltage-activated T-type calcium channels that are
regulated by capacitation (Arnoult et al., 1999). The increase in intracellular
calcium is necessary for docking and fusion of the outer acrosomal and plasma
membranes during acrosomal exocytosis. Membrane fusion appears to include
SNAREs, Rab3A, and other molecules involved with membrane fusion in
somatic cells (Schulz et al., 1997; Iida et al., 1999; Ramalho-Santos et al., 2000).

IV. Genetic Modulation of GalT-I Activity in Mouse Sperm

Studies of transgenic mice with elevated or absent GalT-I enzyme activity
have provided considerable insight into the function of GalT-I. As expected,
sperm from mice that overexpress GalT-I bind greater amounts of purified
soluble ZP3 (Youakim et al., 1994b). Unexpected was the observation that sperm
with high GalT-I activity were less able to bind to oocytes (Youakim et al.,
1994b). This appears to reflect two different phenomena. First, sperm with
increased GalT-I either bind more glycosides from epididymal fluid or bind them
with higher affinity. These glycosides often are referred to as decapacitation
factors because they block sperm capacitation and fertilization (Yanagimachi,
1994). After removing these glycosides, more sperm are able to bind the zona
pellucida. The second causative phenomenon is that sperm with increased GalT-I
undergo precocious acrosome reactions. Sperm overexpressing GalT-I undergo
greater zona-induced G protein activation, more rapid acrosome reactions, but
bind more tenuously to the zona pellucida (Youakim et al., 1994b). It appears
that acrosome-reacted sperm have lower affinity for the zona pellucida because
free-swimming, acrosome-reacted mouse sperm do not initiate binding to the
zona (Florman and Storey, 1982). Therefore, the most likely explanation of the
lower affinity binding to the zona pellucida of GalT-I transgenic sperm is that
they have undergone the acrosome reaction very quickly and are removed when
the oocytes are washed to remove sperm bound by low affinity.

Targeted disruption of GalT-I from mouse sperm yielded intriguing results.
Most animals with disruption of both long and short forms of GalT-I die
perinatally but the males that survive produce sperm with negligible levels of
GalT activity (Lu and Shur, 1997). Sperm from GalT-I null mice bind a reduced
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amount of purified soluble ZP3 and their ability to undergo the zona-induced
acrosome reaction is severely compromised. The defect appears relatively spe-
cific, as sperm still can undergo the acrosome reaction in response to calcium
ionophore, which bypasses the ZP3-binding step. As a result of the defect in the
acrosome reaction, GalT-I null sperm show flawed penetration of the zona
pellucida (Lu and Shur, 1997). Surprisingly, sperm showed no decrease in
binding to the intact zona pellucida. The reason binding to the intact zona is not
affected is perhaps that ZP3 in the zona is modified by oviduct fluid. Purified ZP3
usually is collected from oocytes that have not been exposed to oviduct fluid. In
view of the zona penetration defect in vitro, also unforeseen was that there was
no obvious defect in male fertility in vivo in GalT-I null sperm (Asano et al.,
1997; Lu and Shur, 1997; Lu et al., 1997). Perhaps some compensatory
mechanisms exist in vivo that overcome the defect. Alternately, similar to the
results with acrosin-null mice, the defect in GalT-I null sperm may be more
subtle in vivo. Carefully designed assays may detect a delay or a competitive
disadvantage when GalT-I null sperm are compared to wild-type sperm.

Elimination of both long and short forms of GalT-I may have global effects
on glycoprotein processing in the Golgi and thereby affect sperm fertility. To
minimize alterations in glycosylation, the long form of GalT-I was selectively
disrupted. Sperm lacking the long isoform still have GalT activity, reflecting
enzyme synthesized from the short transcript, and protein glycosylation appears
normal (Lu and Shur, 1997). But these sperm are unresponsive to ZP3. Thus, the
fertilization defects in long GalT-I null sperm are not due to disruption of protein
glycosylation. Furthermore, the short form of GalT-I is not able to activate signal
transduction; the longer cytoplasmic domain is required for normal signal
transduction. This is consistent with results from expressing both forms in
Xenopus oocytes. Only the long form is able to activate G proteins and trigger
exocytotic signaling when expressed on Xenopus oocytes (Shi et al., 2001).

Considering that sperm from GalT-I null mice are still able to bind to
oocytes and that GalT-I null males are fertile, other zona receptors must be
capable of serving as adhesion molecules during sperm-zona binding. Other
receptors may impart species specificity to gamete recognition. Sea urchins and
abalone provide some insight to the problem of species specificity. In abalone, a
sperm protein called lysin creates a hole in the egg coat, known as the vitelline
envelope (Swanson and Vacquier, 1998). Regions within lysin show divergence
between species and some of these divergent segments impart species specificity
(Lyon and Vacquier, 1999). Similarly, the sea urchin sperm protein bindin is
polymorphic at distinct regions within the molecule. Even females within a
species indicate a preference for sperm carrying specific bindin genotypes
(Palumbi, 1999). In female mammals, there are corresponding divergent regions
in ZP2 and ZP3 that are under positive selection. Some divergent regions are
found in the region in which the sperm-binding oligosaccharides are attached
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(Swanson et al., 2001). No specific segment of GalT-I has been identified that is
hypervariable between species. Furthermore, in addition to GalT-I, porcine
sperm have other redundant zona receptors, as described earlier (Rebeiz and
Miller, 1999). Therefore, a reasonable model is that the role of GalT-I is to
cooperate with other zona receptors that have divergent segments that could
contribute towards the species-restricted nature of gamete binding. Based on the
knockout results, the more necessary role of GalT-I appears to be signaling to
trigger the acrosome reaction. The identity of receptors that cooperate with
GalT-I in a putative complex is unknown.

V. Zona Penetration

During the acrosome reaction, sperm remain bound to the zona pellucida,
perhaps through the interaction of acrosomal proteins that bind ZP3 such as sp56
(Kim et al., 2001a,b). After the acrosome has completely dispersed, sperm lose
affinity for ZP3 and gain affinity for ZP2 (Bleil and Wassarman, 1986; Mortillo
and Wassarman, 1991). The interaction with ZP2 apparently retains sperm on the
zona pellucida so that the sperm can begin penetration through the zona.
Penetration may involve enzymatic hydrolysis of the zona pellucida but also
requires the forward physical force of sperm motility (Bedford, 1998). Although
the acrosomal protease acrosin is not required, other acrosomal proteases may be
important for zona penetration. But the sea abalone egg coat is dissolved without
hydrolysis by the lysin from sperm (Swanson and Vacquier, 1997). Whether zona
pellucida penetration absolutely requires lysis of zona proteins is uncertain.

VI. Sperm Binding and Fusion with the Oocyte Plasma Membrane

After zona penetration, sperm attach to the oocyte plasma membrane and the
two cells fuse together. A number of studies suggest that ADAM family members
bind to integrin receptors on oocytes. The ADAM family members most heavily
implicated are two found in the fertilin dimer (fertilin� or ADAM-1 and fertilin�
or ADAM-2) and cyritestin (ADAM-3). Synthetic peptides corresponding to
specific fertilin� and cyritestin sequences inhibit sperm binding and fusion to the
oocyte plasma membrane (Myles et al., 1994; Evans et al., 1995; Yuan et al.,
1997). Recombinant proteins containing portions of ADAM members and
corresponding antibodies also inhibit sperm binding and fusion (Almeida et al.,
1995; Evans et al., 1997; Bigler et al., 2000; Takahashi et al., 2001). The role of
fertilin� may be unique. Fertilin� has a hydrophobic peptide sequence that
resembles fusion peptides found in viral proteins and it has been proposed to
mediate sperm fusion with the oocyte membrane (Martin et al., 1998; Wolfe et
al., 1999).
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Results using mice with specific deletions of fertilin� or cyritestin yielded
surprising results. Fertilin�-null mice are infertile. Their sperm fail to adhere to
the egg plasma membrane (13% of wild-type level) and have reduced ability to
fuse with oocytes (45–50% of wild-type level), although some fusion occurs
(Cho et al., 1998). What is surprising is that sperm from fertilin�-null mice also
have defects in sperm migration from the uterus into the oviduct and in binding
to the zona pellucida. Cyritestin -/- sperm have reduced zona and egg membrane
binding but these defects did not affect fusion with the oocyte membrane and
fertilization (Nishimura et al., 2001). Both knockouts cause a reduction in
abundance of other proteins on sperm, including fertilin� (Nishimura et al.,
2001). The effects of deleting these genes on sperm migration through the
reproductive tract and on zona binding could be caused by defects in transport of
proteins to the sperm plasma membrane or on their function at the plasma
membrane.

The protein partner on oocytes to which fertilin� binds was believed to be
�6�1 integrin (Almeida et al., 1995). Antibodies to �6 blocked binding of sperm,
although this appeared to depend on the conditions used (Almeida et al., 1995;
Evans et al., 1997). More recently, it was discovered that oocytes lacking �6 are
still able to bind and fuse with sperm (Miller et al., 2000). Perhaps other integrins
that are reported to bind ADAM family members are found on oocytes and could
fulfill that function. In contrast, a protein on oocytes called CD9, a member of the
tetraspanin family of proteins (four transmembrane domains), is necessary for
sperm fusion. CD9 associates with �1 integrins and antibodies to CD9 inhibit
sperm-oocyte binding and fusion (Chen et al., 1999). Oocytes from mice with
targeted deletion of CD9 bind sperm normally but are defective in sperm fusion
(Kaji et al., 2000; Le Naour et al., 2000; Miyado et al., 2000). �1 integrin
associates with other tetraspanins, including CD81 and CD98. Antibodies to both
these tetraspanins inhibit fertilization (Takahashi et al., 2001). It has been
proposed that a web of ADAMs and multiple �1 integrin-associated proteins are
formed to mediate sperm-oocyte membrane interactions (Takahashi et al., 2001).
In fact, the tetraspanins, integrins, and ADAM family members include a large
number of proteins and several are present on gametes (Evans, 2001). Dissecting
their individual functions will be challenging.

VII. Egg Activation and the Block to Polyspermic Zona Binding

After sperm bind and fuse with the oocyte plasma membrane, the oocyte is
“reawakened,” a process referred to as activation. One of the earliest hallmarks
of this activation is a release of calcium from intracellular stores (Stricker, 1999;
Carroll, 2001). There is considerable debate about what triggers activation but
there is accumulating evidence in mammals that a sperm component released at
fusion can activate a series of calcium transients and trigger development (Perry
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et al., 2000; Wu et al., 2001). As eggs are activated, the cortical granules are
released and their secretions act on the zona pellucida. Following cortical granule
release, the zona pellucida loses its ability to bind sperm and bound sperm cease
penetration through the zona. ZP3 purified from fertilized eggs is inactive; it does
not competitively inhibit sperm binding to unfertilized oocytes, although no
change in behavior on SDS-PAGE is detectable (Bleil and Wassarman, 1980). In
contrast, ZP2 is cleaved by an unidentified protease released at egg activation
(Moller and Wassarman, 1989).

We found that ZP3 from fertilized eggs loses its ability to bind sperm GalT-I.
This is due to secretion of hexosaminidase from the cortical granules.
Hexosaminidase B is found abundantly in cortical granules of mouse and
Xenopus oocytes (Miller et al., 1993; Greve et al., 1985). As oocytes are
activated, it removes specific N-acetylglucosamine residues from ZP3 so that
ZP3 does not bind additional sperm (Miller et al., 1993). If this hexosaminidase
is blocked with specific inhibitors of N-acetylglucosaminidase or antibodies
during egg activation, multiple sperm bind to activated eggs (Miller et al., 1993).

VIII. Fertilization in Other Mammals

A. FUNCTION OF ZONA PELLUCIDA RECEPTORS ON PORCINE
AND BOVINE SPERM

Although the mouse has been the most studied mammal, there is consider-
able information about the molecular biology of fertilization in the pig. One
reason it has been a popular animal is that large numbers of porcine gametes can
be acquired. Studies of the porcine zona pellucida have been hampered by the
inability to purify zona proteins without denaturing and deglycosylating the
glycoproteins and perhaps affecting their biological activity. After partial de-
glycosylation, a mixture of porcine ZP1 and ZP3 appear most effective in binding
sperm. Perhaps a heterodimer of these two zona glycoproteins is necessary for
binding porcine sperm (Yurewicz et al., 1998).

Several candidate zona receptors on porcine sperm have been identified and
discussed earlier in this review. GalT-I has been identified on a number of
mammalian sperm, including that from rabbits, horses, cattle, rats, guinea pigs,
and domestic pigs (Larson and Miller, 1997). Its location has been studied on
cattle and porcine sperm, where it is found on the plasma membrane overlying
the acrosomal region of sperm (Fayrer-Hosken et al., 1991; Larson and Miller,
1997; Tengowski et al., 2001). Antibodies to GalT-I inhibit sperm-zona binding
and fertilization of bovine oocytes (Tengowski et al., 2001). Studies of porcine
fertilization have yielded intriguing results. To determine if GalT-I bound the
porcine zona pellucida, porcine sperm were incubated with soluble whole zona
proteins and the sugar donor, uridine-diphospho-[3H]-galactose. In this experi-
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ment, the zona proteins bound to GalT-I would be labeled by [3H]-galactose. The
labeled galactose was attached to porcine zona proteins with a broad range in
molecular weights from 50–75 kDa, the region in which ZP1 and ZP3 migrate
(Rebeiz and Miller, 1999). Therefore, either one or both are ligands for porcine
sperm GalT-I. But, surprisingly, reagents that blocked GalT-I or its zona ligand
did not inhibit porcine sperm-zona binding (Rebeiz and Miller, 1999). These
results suggested that GalT-I is a redundant zona receptor in the domestic pig.

Since GalT-I appeared to be a redundant zona receptor in porcine fertiliza-
tion, it was important to ascertain its specific role as part of a zona receptor
complex. It was important to determine if GalT-I, by itself, was sufficient to bind
sperm to the zona pellucida. To answer this question, we removed the GalT-I
binding sites from soluble porcine zona proteins using hexosaminidase. These
enzyme-treated zona proteins could bind to other receptors on sperm but not to
GalT-I. When the enzyme-treated zona proteins were added to sperm, leaving
only GalT-I exposed, these sperm were unable to bind to oocytes (Rebeiz and
Miller, 1999). Therefore, GalT-I on porcine sperm is not sufficient to bind sperm
to the zona pellucida (Figure 8). GalT-I can bind soluble zona proteins but
perhaps the affinity for zona proteins is inadequate for GalT-I to hold a highly
motile sperm on the zona pellucida.

B. LOCALIZATION OF ZONA RECEPTORS ON PORCINE SPERM

When assessing the functional role of candidate zona receptors, one impor-
tant criterion is that the protein be localized to the region of sperm that binds the
zona pellucida. ZP3 binds to acrosome-intact but not acrosome-reacted mouse
sperm. The precise region of mouse sperm that binds ZP3 was examined using
gold-labeled ZP3 (Mortillo and Wassarman, 1991). Gold particles were bound
throughout the head of acrosome-intact sperm. Gold-labeled ZP2 bound to the
postacrosomal region of acrosome-intact sperm and to the inner acrosomal
membrane of acrosome-reacted sperm. The region of sperm from other mammals
that bound zona proteins has been controversial.

To resolve this issue on porcine sperm, we directly labeled soluble total zona
proteins with Alexa, an intense fluorescent probe, and incubated them with sperm
(Burkin and Miller, 2000). Labeled zona proteins retained normal biological
activity, assessed by inhibition of sperm binding to oocytes and by induction of
the acrosome reaction (Burkin and Miller, 2000). Dead sperm were identified by
labeling with propidium iodide. Zona proteins bound primarily to the apical edge
of the plasma membrane covering the acrosome of sperm (Figure 9A&B).
Labeled control proteins did not bind sperm and binding of zona proteins was
eliminated by an excess of unlabeled zona proteins (Figure 9C-F). After induc-
tion of the acrosome reaction, zona proteins bound to a larger portion of the
sperm head, to the anterior half of sperm (Figure 10A). The time course of the
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acrosome reaction matched the change in zona binding pattern (Figure 10B). It
also appeared that more total zona protein was bound to sperm following the
acrosome reaction. Based on these results, we expect to find primary zona
receptor candidates on the apical ridge of acrosome-intact sperm. Secondary zona
receptor candidates on acrosome-reacted sperm are expected to be found over the
entire acrosomal region.

Although zona receptors were detected on porcine ejaculated sperm, the
maturational stage at which sperm acquired the ability to bind zona proteins was
controversial. We collected sperm from the caput, corpus, and cauda epididymis
and incubated these sperm with labeled zona proteins (Figure 11). Whereas 6%
of the caput sperm bound zona proteins, 75% and 93% of the corpus and cauda
sperm, respectively, bound zona proteins in the same localization pattern as
ejaculated sperm (Burkin and Miller, 2000). Therefore, it appears that either zona
receptors already on sperm are transformed into an active state or that sperm
acquire zona-binding proteins as they pass through the epididymis.

FIG. 8. Schematic drawing of experiment to determine the importance of redundant receptors.
When performing competitive binding assays, one can determine if a single receptor in a redundant
system is adequate to allow gamete binding. Suppose there are two receptors on the surface of the
porcine spermatozoa named A and B (B represents GalT-I in our experiments). Normally, A and B
are both able to bind their individual ligands on the porcine zona pellucida, allowing normal
sperm-zona attachment (Sperm #1). If soluble zona is added, both A and B will bind their respective
ligands on the soluble zona pellucida and sperm egg binding will be decreased (Sperm #2). If an
enzyme able to cleave the ligand for receptor B is used to digest soluble zona, the result is soluble
zona deficient in the ligand for B. These soluble zona will inhibit the action of A but, because they
cannot compete for the binding of receptor B, B is free to bind its ligand on the intact oocyte zona
pellucida (Sperm #3). Using this approach, it can be determined if B alone is sufficient to mediate
sperm-zona binding.
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IX. Conclusions

Despite 20 years of investigation, the molecular basis underlying fertiliza-
tion remains an enigma. Although the role of ZP3 in mouse fertilization is well

FIG. 9. Localization of solubilized zona pellucida proteins on live sperm. Alexa-labeled zona
proteins and propidium iodide were added to live boar sperm. Alexa-zona proteins bound live, acrosome-
intact sperm over the anterior head region concentrated over the acrosomal ridge (A). Addition of a
100-fold excess of unlabeled zona proteins displaced the signal (C). The Alexa-labeled control glyco-
protein, transferrin, did not bind to live sperm indicated by the arrow in (E). Dead sperm stained with
propidium iodide over the entire head are visible, since fluorescence images were captured using a filter
set that allowed detection of both red and green fluorochromes simultaneously (A,C,E). Corresponding
phase-contrast images are shown (B,D,F). [Adapted with permission from Burkin HR, Miller DJ 2000
Zona pellucida protein binding ability of porcine sperm during epididymal maturation and the acrosome
reaction. Dev Biol 222:99–109. Copyright Academic Press.]
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FIG. 10. Binding of zona pellucida proteins is increased in acrosome-reacted sperm. Live,
capacitated boar sperm were incubated with the calcium ionophore A23187 to induce the acrosome
reaction, followed by the addition of Alexa-zona proteins and propidium iodide. The upper panels in (A)
show fluorescence images of Alexa-zona and propidium iodide, the lower panels show corresponding
phase-contrast images. Acrosome-reacted sperm showed an increased area of zona protein binding,
extending from the acrosomal ridge to the equatorial region of live sperm, whereas controls without
ionophore did not. Intense sperm head staining in the left panel and light staining at the base of the head
in the right panel are due to propidium iodide. For time course experiments (B), samples were removed
and at least 200 sperm counted at 10-minute intervals after the addition of ionophore. The percentage of
live sperm displaying zona binding in a thin band over the acrosomal ridge decreased with time (white
bars), while the percentage displaying strong acrosomal fluorescence increased (black bars). Controls to
which ionophore was not added (“C”) were counted after 60 minutes. [Adapted with permission from
Burkin HR, Miller DJ 2000 Zona pellucida protein binding ability of porcine sperm during epididymal
maturation and the acrosome reaction. Dev Biol 222:99–109. Copyright Academic Press.]
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FIG. 11. Boar sperm acquire the ability to bind zona pellucida proteins during epididymal
maturation. Sperm from the caput, corpus, and cauda regions of the boar epididymis were capacitated and
incubated with Alexa-zona proteins and propidium iodide. (A) Most caput sperm do not bind zona
proteins. Those that do display a very faint signal. The intensely labeled sperm is labeled with propidium
iodide. In contrast, most corpus and cauda sperm exhibit intense zona protein binding. (B) Quantitation of
live, acrosome-intact sperm displaying zona fluorescence. Approximately 93% of cauda sperm and 75%
of corpus sperm bound zona proteins. In contrast, only about 6.4% of caput sperm bind zona proteins after
extensive washing. Ninety-five percent of cauda sperm incubated for 4 hours in caput fluid (�cf) retained
the ability to bind zona proteins. [Adapted with permission from Burkin HR, Miller DJ 2000 Zona
pellucida protein binding ability of porcine sperm during epididymal maturation and the acrosome
reaction. Dev Biol 222:99–109. Copyright Academic Press.]
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established, there is debate about its role in other species. ZP3 is glycosylated
variably between species and it seems apparent that how ZP3 is glycosylated will
impact the species specificity of sperm binding. There are a number of candidate
ZP3 receptors whose function is still unclear. GalT-I is the ZP3 receptor that has
been studied in most detail. Recent evidence suggests its role is more necessary
in signal transduction leading to the acrosome reaction than in initial ZP3
binding. After zona penetration, members of the ADAM, integrin, and tet-
raspanin family may form a complex, allowing sperm to fuse with the oocyte
plasma membrane and activate development. Further studies of GalT-I knockout
mice as well as knockouts of ADAM, integrin, and tetraspanin members should
provide valuable clues about the molecular biology of gamete interaction. The
enhanced ability to identify important genes and then to delete them from the
animal genome offers opportunities to assemble the puzzle and solve the
complicated process of mammalian fertilization.
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ABSTRACT

Mammalian gametogenesis provides a unique system in which to study cell-cycle regulation.
Furthermore, understanding the genetic program controlling the mitotic and meiotic divisions of the
germ line will provide insight into understanding infertility and new directions for contraception.
Male and female germ cells have stages of cell-cycle regulation in common, including a mitotic
proliferative stage, entry into meiosis, completion of a reductive division, and entry into a quiescent
state awaiting signals at fertilization. However, the timing of these events – and, indeed, even the
stage of development at which these events occurs – differs in the two sexes. The genes involved in
controlling these specialized mitotic and meiotic cycles of mammalian germ cell differentiation are
only now being identified. They include a complex array of kinases, phosphatases, regulatory proteins
(e.g., cyclins), and an equally complex array of substrates, including components of the nuclear and
cytoplasmic structures involved in cell division. This chapter provides an overview of our current
understanding of cell-cycle regulation in mammalian mitotic cells and the importance of restriction
points. A summary of observations regarding the expression of various cell-cycle regulatory genes in
mouse gametes is provided, along with comments on interesting differences between mitotic and
meiotic cells. Finally, the role of the novel A-type cyclin, cyclin A1, during male meiosis is discussed
in depth.

I. Introduction

Understanding the genetic program controlling the mitotic and meiotic
divisions of the germ line represents a unique opportunity for providing insight
into cell-cycle controlin vivo during development and differentiation. Meiosis
itself is, of course, restricted to germ line cells and as such represents potential
cell-cycle control points that simply do not exist in somatic cells. Furthermore,
higher organisms are characterized by sexually dimorphic gametes. Male and
female germ cells have stages of cell-cycle regulation in common, including a
mitotic proliferative stage, entry into meiosis, completion of a reductive division,
and entry into a quiescent state prior to fertilization. However, the timing of these
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events – and, indeed, even the stage of development at which these events
occurs – differs in the two sexes (reviewed in Wolgemuth et al., 1995) (Figure
1). For example, female germ cells enter meiosis during fetal development,
whereas this is a postnatal event in the male. Once the male germ cell has entered
meiosis, the process continues without interruption until the haploid spermato-
zoon is produced. In contrast, the oocyte is arrested in the diplotene stage of
meiotic prophase I, where it can remain for months or years. Following a growth
period, the oocyte resumes meiosis, only to arrest at a second point, metaphase
II. Fertilization then triggers the completion of meiosis and extrusion of the
second polar body. Yet another curiosity of mammalian germ cells is the fact that
the two haploid pronuclei commence DNA synthesis independently after fertil-
ization, prior to a fusion event. These and other critical control points in the
specialized cell cycles of mammalian germ cells are depicted in Figure 1.

The genetic hierarchy controlling mitosis and meiosis in gamete formation
is only recently being elucidated, even in less-complicated systems such as the
yeasts. A key player in both mitosis and meiosis is maturation promoting factor

FIG. 1. Flowchart of differences in the cell-cycle progression during mammalian spermatogen-
esis and oogenesis (Wolgemuth et al., 1995). [Modified from Alberts B, Bray D, Lewis J, Raff M,
Roberts K, Watson J 1983 Molecular Biology of the Cell. New York: Garland Publishing, Inc.]
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or M-phase promoting factor (MPF), originally described as an activity found in
unfertilized frog eggs capable of inducing germinal vesicle breakdown and
resumption of meiosis when injected into immature oocytes (Masui and Markert,
1971). MPF is composed of a regulatory subunit, cyclin B, and p34cdc2 (Cdk1),
the catalytic serine/threonine protein kinase. These proteins have been detected
in all higher eukaryotes examined. Given the high level of conservation of these
key molecules across a diverse range of organisms, it is likely that they will also
be important for both mitosis and meiosis in mammals, as they are in the yeasts,
in which they have been best characterized. However, it is clear that there are
control points and “checkpoints” in the cell cycles of higher eukaryotes that do
not exist in simpler organisms and that may differ, depending on the develop-
mental and tissue origin of the cells. For example, the oocytes of mammals
exhibit unique cell-cycle control points: the signals to enter meiosis are different
from those found in yeast, there is an arrest in diplotene of meiosis, and the cell
pauses again in metaphase II, awaiting fertilization to complete meiosis (Figure
1). The spermatocyte shares some of these control points but, strikingly, does not
normally arrest in either diplotene or at metaphase of meiosis II. It therefore is
likely that there will be genes uniquely involved in these regulatory checkpoints
that will be distinct from the yeast genes thus far studied.

In this review, we briefly discuss key aspects of cell-cycle control in
mammalian cells, most of which have been derived from studies in cultured cells.
We then survey what is known about the expression of known mitotic cell-cycle
regulators in the testis and ovary, based on previous studies primarily from our
lab. We then focus on the A-type cyclins, studies that have occupied much of our
attention in the last 5 years and have provided insight into meiosis-specific and
sex-specific differences in cell-cycle regulation. Finally, we highlight some of the
many unanswered questions regarding the function of the A-type cyclins. These
questions are likely to be relevant to other components of the cell-cycle
machinery and will provide insight into infertility and possibly identify new
targets for contraception.

II. Overview of the Cell Cycle and Components of the
Mammalian Cell-cycle Machinery

The mammalian mitotic cell cycle involves a sequence of transitions and can
be divided into four discrete phases (Figure 2). These stages include S-phase, in
which DNA synthesis occurs, and M-phase, in which the cells complete mitosis.
Between these stages are two gap (G) phases, G2 (S/M) and G1 (M/S). The
progression through these stages is controlled by a series of sequential enzymatic
reactions, the activity of which is highly ordered and tightly controlled. Restric-
tion points at the G1/S and G2/M boundaries ensure that the requisite steps have
taken place properly (discussed below). The primary enzymatic machinery
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orchestrating this progression consists of a regulatory subunit (cyclin) and a
catalytic subunit, the cyclin-dependent kinase (Cdk).

Cyclins have been identified in a variety of organisms ranging from yeast to
man, based on amino acid homology and by functional complementation of yeast
cell-cycle mutants. The cyclins have been divided into at least eight classes in
higher vertebrates, cyclins A to H, based on their amino acid similarity and the
timing of their appearance during the cell cycle (reviewed in Sherr, 1993; Pines,
1995b; Roberts, 1999). The complexity of the mammalian system is underscored
by the existence not only of multiple classes of cyclins but also of multiple
members of the A-, B-, and D-type cyclin families. Although their role in
mammalian germ cell development is only beginning to be investigated, obser-
vations from our lab and others have shown that various cyclins exhibit distinct
patterns of expression in the male and female germ cell lineages as well as in the
somatic compartments of the gonads (Chapman and Wolgemuth, 1992,1993;
Chesnel and Eppig, 1995; Ravnik et al., 1995; Ravnik and Wolgemuth,
1996,1999; Sweeney et al., 1996; Taieb et al., 1997; D. Liu et al., 1998). These

FIG. 2. Cartoon of key players in regulating the mitotic cell cycle.
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studies have revealed patterns of cell-type and cell-cycle-stage specificity of in
vivo expression of several of the cyclins that had not been detected previously in
cultured cell systems (see Section V and Figure 5).

The Cdks are members of a serine/threonine kinase family that share the
common properties of a conserved catalytic domain and phosphorylation sites
that can modulate their subsequent activity. At least nine distinct Cdks have been
identified in mammalian cells and been shown to exhibit differences in their
preference for a cyclin partner (Pines, 1995a). The choice of cyclin partner may
affect the enzymatic activity of the complex and possibly the substrates as well
(Roberts, 1999). There are also Cdk-family members for which no cyclin
partners have yet been identified. While they share structural homology to the
bona fide Cdks, primarily through their shared PSTAIRE motif (or variations
thereof), whether they also participate in cell-cycle regulation remains to be
determined.

III. Modes of Regulation of Activity of Cyclin/Cdk Complexes

Progression through cell-cycle transitions is due to the sequential appearance
of cyclins and activation of their Cdk partner. Several modes of regulating the
presence of the cyclins are used, as outlined briefly in the following paragraphs.

A. TRANSCRIPTION

Cyclin abundance is regulated mainly at the level of transcription and
proteolysis. The modes of transcriptional regulation vary among and within the
different classes of cyclins. For example, transcription of D-type cyclins is
growth factor dependent. When mitogens are withdrawn from cultured cells that
have not completed a cell cycle, D-type cyclin mRNA and protein are degraded
rapidly and the cells arrest in G1 (Sherr, 1993). Expression of genes for other
cyclins and the Cdk1, which function later in the cell cycle, is mediated by
elements that resemble, in part, E2F binding sites. The promoter of cyclin E
contains a bipartite element named the cyclin E repressor module (CERM). The
CERM element binds a protein complex that includes E2F-4 and a pocket
protein, which then inhibits transcription (Le Cam et al., 1999). In vivo foot-
printing revealed that the CERM repressor is occupied only when the gene is not
transcribed (in early G1). The onset of expression of the genes for cyclin A2,
Cdk1, and cyclin B2 occurs later in the cell cycle than the gene for cyclin E and
is mediated by a different bipartite repressor element termed the cell-cycle-
dependent element/cell-cycle genes homology region (CDE/CHR) (Zwicker
et al., 1995a; Lange-zu Dohna et al., 2000). The CDE/CHR is occupied when the
genes are not transcribed in G1 and a mutation in either the CDE or CHR
abolishes repression of corresponding promoter/reporter constructs early in the
cell cycle (Zwicker et al., 1995a; Lange-zu Dohna et al., 2000).
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B. TRANSLATION

Relatively little is known about translational control of cyclin mRNAs,
especially in mammalian cells. In budding yeast, initiation of a new cell cycle
requires attainment of a critical cell mass and is responsive to the rate of protein
synthesis. Cln3 translation in early G1 is regulated by the cap-binding protein
eIF4E, which controls the rate of G1 protein synthesis and is inhibited by
rapamycin (Pyronnet et al., 2001). Given the importance of translational regu-
lation of a wide variety of genes during gametogenesis, especially in postmeiotic
cells, it would be surprising if mammalian cyclin mRNAs were not regulated, at
least in part, at the translational level. In this light, it was interesting to note that
only low levels of mouse cyclin B1 were present in postmeiotic spermatids, as
compared to meiotically dividing spermatocytes, even though cyclin B1 mRNA
was readily detected (Chapman and Wolgemuth, 1994). Furthermore, recent
studies on the translation regulatory factor CPEB revealed that it is involved in
synapsis and progression through pachytene of meiosis (Mendez and Richter,
2001).

C. TURNOVER

The timely degradation of cyclins is equally important to exit a transition and
appears to involve a ubiquitin-mediated proteolysis (reviewed in Hershko and
Ciechanover, 1998). In this process, a ubiquitin-activating enzyme (E1) activates
and transfers ubiquitin to a ubiquitin-conjugating enzyme (E2). E2, along with a
substrate recognition protein (E3), assembles a ubiquitin chain on its substrate.
Multi-ubiquitinated substrates are rapidly degraded by the 26s proteasome. There
are two types of E3 complexes: the SCF complex and the anaphase-promoting
complex (APC). SCF-mediated proteolysis is best studied in yeast. Its substrates
include proteins expressed early in the cell cycle, such as the G1 cyclins.
Substrates targeted by SCF must first be phosphorylated, suggesting that their
stability is controlled by activity of a protein kinase. In mammals, proteolysis of
cyclin D1 and cyclin E is controlled by phosphorylation-dependent ubiquitina-
tion (Elledge and Harper, 1998). The mitotic cyclins are proteolyzed after APC
recognition, which is essential for exit from mitosis. Cyclin A2 is degraded after
breakdown of the nuclear envelope (den Elzen and Pines, 2001) and proteolysis
of cyclin B is required for exit from M-phase (Gallant and Nigg, 1992).

D. PHOSPHORYLATION AND DEPHOSPHORYLATION

The activation state of Cdk complexes is regulated not only by cyclin
association but also by Cdk phosphorylation, which can inhibit or enhance its
kinase activity and therefore regulate the timing of Cdk activity (Figure 3). For
example, MPF is not active until the G2/M transition, although Cdk1 is present
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throughout the cell cycle. In S and G2 phases, Cdk1 complexes with B-type
cyclins and becomes phosphorylated on three residues, two of which inhibit
activity. At the onset of M phase, inhibitory phosphorylation is removed by the
activity of a protein phosphatase of the Cdc25 family. In mice, the three Cdc25
genes (Cdc25A, Cdc25B, Cdc25C) are expressed in overlapping but distinct
patterns (Kakizuka et al., 1992; Nargi and Woodford-Thomas, 1994; Wu and
Wolgemuth, 1995). Cdc25C is activated by phosphorylation by Cdk1/cyclin B1,
suggesting that a positive feedback loop exists between Cdk1 and Cdc25
(Hoffmann et al., 1993).

E. INHIBITORS

In mammals and other higher eukaryotes, there are two classes of relatively
small (i.e., 16–57 kDa), tightly binding proteins that function as Cdk inhibitors
(CKIs) (reviewed in Sherr and Roberts, 1995,1999). They are grouped according
to their structure and their Cdk targets and include the CIP/KIP family –
consisting of p21CIP1/WAF1, p27KIP1, and p57KIP2 – and the INK family –
consisting of p16INK4a, p15INK4b, p18INK4c, and p19INK4d. The CKIs
appear to exhibit their inhibitory function by binding in a stoichiometric manner,
usually to cyclin-Cdk complexes but sometimes to noncomplexed Cdks. The
INK family contains ankyrin repeats and binds only to Cdk4 and Cdk6 but not
to other Cdks or to the D-type cyclins. The Cip/Kip families are broader with
regard to their inhibiting activity, affecting the activity of the cyclin D-, E-, and

FIG. 3. Cartoon of factors involved in activating and inhibiting MPF.
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A-type cyclin-dependent kinases. This class contains motifs in their amino-
terminal regions that enable them to interact with both cyclin and Cdk proteins.
Recent studies suggest that interaction with a Cip/Kip family member may
actually positively regulate cyclin D-Cdk complexes but inhibit cyclin A- or
E-Cdk complexes (reviewed in Sherr and Roberts, 1999).

F. SUBCELLULAR LOCALIZATION

A final level of control involves the distribution of the cyclin/Cdk proteins
within cells, particularly whether they are in the nuclear or cytoplasmic com-
partments. For example, cyclin A2 apparently is constitutively nuclear in cul-
tured cells (Pines and Hunter, 1991). However, cyclin B1 accumulates almost
exclusively in the cytoplasm and undergoes a striking translocation to the nucleus
as the cells enter prophase. This nuclear accumulation of Cdk1-cyclin B appears
to be required for mitosis to proceed. Several recent studies have implicated the
exclusion of Cdk1/cyclin B in the function of checkpoints that prevent entry into
mitosis in the presence of DNA damage (Toyoshima et al., 1998). Nuclear
transport factors have been identified that appear to be involved in ferrying some
of the cyclins and Cdks in and out of the nucleus. Such factors might have been
predicted to exist, since no classic nuclear localization sequences have yet been
identified in the primary sequences of any of the vertebrate cyclins or Cdks. As
noted, they exhibit striking differences in their subcellular localization (reviewed
in Yang and Kornbluth, 1999). In fact, deletion studies have identified sequences
in the B-type cyclins that may function as both cytoplasmic-retention sequences
and/or nuclear-export sequences (reviewed in Yang and Kornbluth, 1999).

The state of phosphorylation also may be important for the nuclear local-
ization of at least some of the cyclin/Cdk complexes. For example, during
meiotic maturation in frog oocytes, phosphorylation of four conserved serine
residues in cyclin B1 correlates with the nuclear accumulation and activity of
MPF (Li et al., 1995). A model for the role of cyclin B1 localization to the
nucleus has been proposed in which phosphorylation of cyclin B1 inhibits its
interaction with proteins that appear to favor nuclear export, thus promoting the
accumulation of cyclin B1 in the nucleus. While the role of changes in the
subcellular distribution of cyclin B1 during meiotic maturation in spermatocytes
remains to be demonstrated, we note that cyclin B1 is predominantly cytoplasmic
in meiotic prophase cells and shifts to the nucleus just before the entry into the
first meiotic division (Liu et al., 2000).

IV. Restriction Points During Mitosis and Meiosis

Signaling pathways operate at cell-cycle transitions to monitor genomic
integrity and the successful completion of upstream events, which ensures
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orderly progress through the cell cycle. In the mitotic cell cycle, response to
damaged or improperly replicated or aligned DNA activates pathways that arrest
cells at G1-S, G2-M, and at the metaphase-anaphase transition (Figure 2). Recent
findings suggest there are two types of cell-cycle checkpoint responses that delay
the G1-S transition, both of which target Cdk2 activity. An initial, transient
response leads to rapid inhibition of Cdk2 activity due to degradation of Cdc25A
(Mailand et al., 2000). A second, sustained response is carried out by p53-
dependent production of p21, which binds to and blocks activity of Cdk2/cyclin
E complexes (Stewart and Pietenpol, 2001). Arrest at the G2-M phase transition
targets MPF by preventing the removal of Cdk1/cyclin B inhibitory phosphory-
lation. Inhibition of Cdc25C phosphatase activity is mediated by damage-induced
activation of the protein kinase Chk1, which appears to be a primary mechanism
of MPF inhibition, as studied in fission yeast (Lopez-Girona et al., 2001) and in
human cells (Blasina et al., 1999). Signaling pathways also activate p53, which
activates the gene for p21 (Bunz et al., 1998). Interestingly, DNA damage also
may repress transcription of genes for cell-cycle regulators. That is, radiation-
induced G2 arrest is accompanied by a p53-dependent downregulation of the
gene for Cdk1 via the CDE/CHR element (Badie et al., 2000) and the promoters
for cyclin B1, cyclin B2, and Cdc25C, which is mediated by NF-Y-binding
CAAT boxes (Manni et al., 2001).

The spindle checkpoint is activated at the metaphase-anaphase transition and
prevents entry into anaphase until all chromosomes are properly aligned by
monitoring microtubule attachment on kinetochores and their tension (Rieder et
al., 1994). Components of the spindle checkpoint inhibit activity of APC, which,
in the absence of checkpoint activation, degrades proteins, allowing sister
chromatid separation and mitosis exit (Clarke and Gimenez-Abian, 2000).

Some evidence exists for the presence of checkpoints in meiotic cell cycles,
primarily from studies in yeast. Cells that divide meiotically can arrest in
prophase of metaphase I. In yeast, arrest occurs at the pachytene stage of meiotic
prophase in response to incomplete chromosome synapsis or recombination
(reviewed in Roeder and Bailis, 2000). There may be an analogous checkpoint in
mammalian meiotic cells, since failure to enter into meiosis I has been observed
when defects occur in prophase (Figure 4; Table I). Male mice lacking genes that
function in recombination, DNA repair, or cell-cycle regulation exhibit defects in
chromosomal synapsis or recombination during prophase that, unlike observa-
tions in yeast, result in apoptosis (Table I). However, it should be noted that the
cells arrest at different stages of prophase, suggesting multiple rather than a
single checkpoint. In response to low levels of radiation, a G2 delay is observed
in spermatocytes that is not observed in spermatocytes that are p53 deficient,
suggesting a role for p53 in the process (Schwartz et al., 1999). A spindle
checkpoint may be active during meiosis in Drosophila spermatocytes. Entry into
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anaphase is delayed in spermatocytes that are either colchicine treated or contain
misaligned chromosomes (Rebollo and Gonzalez, 2000).

V. Which of the Cell-cycle Components Are Expressed in the Testis?

A. OVERVIEW OF THE EXPERIMENTS

We initiated our studies on identifying the cell-cycle genes involved in mam-
malian gametogenesis with a very simple hypothesis having two major points: 1)
meiosis is a highly conserved process across organisms, thus the regulatory compo-
nents may also be conserved; and 2) control points exists in mammalian meiosis that
simply do not exist in lower forms, hence, novel cell-cycle regulators may have
evolved to fulfill these specialized functions. As will be discussed in the following
sections, both parts of this hypothesis have been shown to be true.

B. SUMMARY OF CELL-CYCLE GENES EXPRESSED IN
THE GERM LINE

A variety of experimental approaches have been used to identify cell-
cycle genes expressed during gametogenesis, from mRNA expression and

FIG. 4. Possible restriction points during mitosis and meiosis.
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protein analysis using several methods and known probes and reagents to
screens to identify new genes. A summary of the overall expression patterns
of various categories of cell-cycle regulators that have been investigated in
our lab is presented in Figure 5. It should be recognized that the data were
obtained from studies in the rodent model system, where precise identifica-
tion of cell types is easier than in other mammals (e.g., humans). However,
in several studies, we have been able to extend the expression analysis to
humans. For example, cyclin A1 is expressed in human late pachytene to
diplotene spermatocytes, very much as it is in the mouse (C. Liao, S.Q. Li,
S. Mulrad, X.Y. Wang, and D.J. Wolgemuth, submitted).

The genes examined generally fall into four classes. First, genes that are
expressed in both germline and somatic cells of gonads and are rather ubiqui-
tously expressed in other cells. Second, genes that are much more abundant in the
germ line and third, those that are apparently specific to the germ line. Finally,

TABLE I
Genetic Models in Male Mice Exhibiting Meiotic Prophase Arrest and Apoptosis

Mutation Arrest point Synapsis phenotype Reference

A-myb Early pachytene Not reported Toscani et al., 1997

Atm Zygotene/early pachytene Frequent asynapsis Xu et al., 1996

Dmc1 Zygotene/early pachytene Asynapsis Yoshida et al., 1998

Msh4 Zygotene Frequent asynapsis;
Nonhomologous
pairing

Kneitz et al., 2000

Msh5 Zygotene/early pachytene Frequent asynapsis;
Nonhomologous
pairing

Edelmann et al., 1999

Scp3 Zygotene Asynapsis Yuan et al., 2000

Spo11 Zygotene Asynapsis Baudat et al., 2000;
Romanienko and
Camerini-Otero, 2000

XSxr(a)0 Late prophase/meiosis I Asynapsis of the sex
chromosome

Odorisio et al., 1998

Hsp70.2 Late pachytene Failure to desynapse Dix et al., 1997

Mlh1 Late pachytene Failure to desynapse Edelmann et al., 1996

Cyclin A1 Late pachytene/diplotene Incomplete desynapsis D. Liu et al., 1998
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FIG. 5. Summary of the expression of selected cell-cycle-regulating genes in the mouse testis
and ovary. This figure represents a composite of the results of studies from our laboratory on the
levels of expression of the genes denoted on the left. The references containing the data supporting
this compilation may be found in a review by Wolgemuth et al. (1995) and in references cited in this
review. The relative levels of expression are depicted by shading of the bars: solid black, most robust
expression of a particular gene; white bar, no detection of expression.

86 DEBRA J. WOLGEMUTH ET AL.



genes that are specific to one or the other germ line (i.e., exhibiting sexual
dimorphism in their patterns of expression).

C. HIGHLIGHTS AND INTERESTING FEATURES OF THESE
EXPRESSION PATTERNS THAT MAY BE IMPORTANT

FOR SPERMATOGENESIS

One of the earliest observations of unique differences between meiotic and
somatic cells came from the observations of expression of the B-type cyclins
(Chapman and Wolgemuth, 1992). The two mammalian B-type cyclins had been
shown to be coexpressed in virtually all cultured cells analyzed. Surprisingly,
their expression at the mRNA level was shown to be uncoupled in prophase
spermatocytes. Cyclin B2 transcripts were detected earlier in prophase, at about
the zygotene to early pachytene stage, and were followed by the appearance of
cyclin B1 later in prophase. Further, cyclin B1 transcripts were observed in early
round spermatids, which are postmeiotic. Whether these transcripts have any
functional significance is not known, since subsequent studies using highly
specific antibodies against the two B-type cyclins did not reveal significant
accumulation of B1 protein in spermatids (Brandeis et al., 1998; D. Liu et al.,
1998). The cyclin B1 null mutation results in embryonic lethality (Brandeis et al.,
1998), thus obviating a direct test of its function in early spermatids in the adult.
In contrast, cyclin B2 does not appear to be essential in that cyclin B2 knockout
animals are viable and fertile, although a bit smaller and yielding slightly reduced
litter sizes (Brandeis et al., 1998).

Another curiosity is the expression of cell-cycle genes, which are intimately
tied to proliferation in mitotic cells, in testicular cells that are not dividing. In
addition to the detection of cyclin B1 in spermatids, several of the Cdks have
been observed to be expressed in nondividing cells in the testis. For example,
both Cdk4 (Rhee and Wolgemuth, 1997) and Cdk5 (Q. Zhang, K. Rhee, and D.J.
Wolgemuth, unpublished observations; Session et al., 2001) have been shown to
be expressed in Sertoli cells in the adult mouse and human testis — cells that are
no longer dividing and are highly differentiated.

Although the cyclins and Cdks are the major focus of this review, other
pathways, possibly acting in parallel with cyclin/Cdk complexes, could play
roles in mitosis and possibly in meiosis. For example, we and others have
investigated the role of the putative homologues of the Aspergillus never in
mitosis (NimA) gene (Osmani et al., 1991; Rhee and Wolgemuth, 1997;
reviewed in Fry and Nigg, 1995). Although there appears to be as many as
seven mammalian homologues of NimA (designated Nek genes), based on
structural similarities, none has been shown to complement NimA in vivo
(Schultz and Nigg, 1993; Kandli et al., 2000;). The pattern of expression of
Nek1 and Nek2, in particular, during mammalian gametogenesis strongly
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suggests roles in meiosis (Letwin et al., 1992; Rhee and Wolgemuth, 1997;
Tanaka et al., 1997; Arama et al., 1998).

VI. Focus on the A-type Cyclins

A. IDENTIFICATION OF TWO A-TYPE CYCLINS IN
HIGHER ORGANISMS

Of the mammalian cyclins identified to date, cyclin A has remained some-
what enigmatic, in part due to the fact that no homologues exist in the yeasts. We
have shown that there are two distinct cyclin A genes in mammals, one of which,
cyclin A1, is most highly expressed in the testis where it is restricted to the germ
line (Ravnik and Wolgemuth, 1996; Sweeney et al., 1996). In contrast, cyclin A2
was expressed in all tissues analyzed. Two A-type cyclin genes have been
documented in human and frog (Howe et al., 1995; Yang et al., 1997). Mouse
cyclin A1 and A2 share 44% identity at the amino acid level; however, they share
a much higher level of identity (84%) within the two highly conserved cyclin
boxes (Ravnik and Wolgemuth, 1996; Sweeney et al., 1996).

B. EXPRESSION OF THE A-TYPE CYCLINS IN
MAMMALIAN GAMETOGENESIS

In the adult mouse, Northern blot hybridization analysis revealed that
expression of cyclin A1 was restricted to the testis, specifically, to meiotic germ
cells. In situ hybridization analysis and immunohistochemistry were used to
localize their expression to specific testicular cells. The levels of cyclin A1
mRNA (Sweeney et al., 1996; D. Liu et al., 1998) and protein (D. Liu et al.,
1998; Ravnik and Wolgemuth, 1999) rise dramatically in late pachytene sper-
matocytes and become undetectable soon after completion of the first meiotic
division. Thus, its expression is cell-cycle regulated. At both the RNA and
protein levels, the predominant sites of cyclin A2 expression in the adult testis
were the mitotic germ line stem cells, the spermatogonia, and in preleptotene
spermatocytes, cells in which premeiotic DNA synthesis occurs (Ravnik and
Wolgemuth, 1996,1999). Cyclin A2 expression also is detected in Leydig cells
(Ge and Hardy, 1997). The concurrent localization of mRNA and protein for both
of the A-type cyclins further suggested that both are regulated primarily at the
level of transcription in the testis. The observed cellular specificity of cyclin A2
expression is consistent with its function during mitosis in the stem-cell stage of
this lineage, while the restricted preleptotene stage localization suggests function
in G1/S or S but not in the meiotic divisions per se. No cyclin A1 mRNA was
detected in ovaries or oocytes by Northern or in situ hybridization analysis (C.
Liao, S.E. Ravnik, Q. Zhang, S. Mulrad, and D.J. Wolgemuth, in preparation).
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However, both somatic and germ cells of the adult ovary express cyclin A2
mRNA and protein. The different expression patterns suggest distinct functions
for cyclin A1 and cyclin A2 in the somatic and germinal lineages, which also
differ between the male and female.

Cyclin A2 is expressed ubiquitously in cultured cells and in a broad variety
of tissues in the adult mouse and during embryogenesis (Ravnik and Wolgemuth,
1996; Sweeney et al., 1996). Perhaps not surprisingly then, targeted mutagenesis
of encoding murine cyclin A2 resulted in early embryonic lethality, apparently
around the peri-implantation stage (Murphy et al., 1997). This embryonic
lethality has obviated understanding the role of cyclin A2 in other aspects of
mammalian development, including the germ line. In contrast, the strikingly
restricted expression of cyclin A1 led us to hypothesize that its primary site of
function is in the male germ line, specifically, at the first meiotic division.

C. REGULATION OF EXPRESSION OF THE A-TYPE CYCLINS

Regulation of cyclin A2 has been extensively studied in cultured cells and
shown to be first expressed during the mitotic cell cycle at the G1/S transition
(reviewed in Pines and Hunter, 1991). The regulatory elements required for
efficient cell-cycle-regulated transcription are contained within a small fragment
of the proximal promoter (89 base pairs upstream and 11 base pairs downstream
from its transcriptional start site) (Schulze et al., 1995). Periodic occupation of
the CDE/CHR element, located in this fragment, by a repressor controls the
timing of its expression (Zwicker et al., 1995b). Activities have been isolated
from nuclear extracts that bind to the CDE/CHR (Liu et al., 1997) or to the CHR
(Philips et al., 1999) in gel-shift experiments. E2F can bind the CDE of
CDE/CHR (Zerfass-Thome et al., 1997). The CDE/CHR binding activity, termed
CDE/CHR binding factor-1 (CDF-1), could not be supershifted by antibodies
directed against E2F or DP-1 proteins. Mutating the first nucleotide of the CDE
can abrogate E2F binding, while having little effect on the binding of CDF-1 in
gel-shift experiments (N. Liu et al., 1998). The corresponding mutant reporter
construct showed unchanged repression in G0, suggesting that E2F does not
mediate repression of the gene for cyclin A2. This led to the hypothesis that E2F
may compete with and displace CDF-1 in late G1/S phase, leading to transcrip-
tional activation of the gene (N. Liu et al., 1998). Transcriptional activation upon
E2F binding also can explain the observed upregulation of the cyclin A2
promoter following ectopic expression of E2F-1 (Schulze et al., 1995). The
CHR-binding activity, CHR-binding factor (CHF), was isolated from nuclear
extract from quiescent cells (Philips et al., 1999). CHF, when microinjected into
cells, was able to downregulate the cyclin A2 promoter/reporter construct
(Philips et al., 1999).
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It is speculated that the repressor occupying the CDE/CHR may interfere
with the activity of factors bound upstream. In vivo footprinting revealed
upstream elements that were protected constitutively during the cell cycle
(Desdouets et al., 1995; Zwicker et al., 1995a). These elements bind Sp1, NF-Y,
and CBP/cycA (CCAAT binding protein for cyclin A gene) and members of the
ATF/CREB/CREM family (Desdouets et al., 1995; Zwicker et al., 1995a;
Kramer et al., 1997). CBP/cycA is implicated in adhesion-dependent cyclin A2
transcription (Kramer et al., 1997), while members of ATF/CREB/CREM
mediate regulation of the cyclin A2 promoter by cAMP (Desdouets et al., 1995).
There may be cell specificity of binding of ATF/CREB/CREM family factors to
the cAMP response element in the cyclin A2 promoter, as shown in gel-shift
assays using extracts from various types of cells (Blanchard, 2000).

Almost nothing is known about the regulation of the cyclin A1 gene,
especially in vivo. A 1.3-kb fragment of the human cyclin A1 promoter appears
to reproduce the highly restricted tissue expression pattern in three of four
transgenic mouse lines carrying human cyclin A1 reporter gene constructs
(Muller et al., 2000a). Potential regulatory elements and factors that control
expression have been studied in the context of a smaller promoter fragment that
is comprised of 190 base pairs of upstream promoter sequence in cultured cells.
This fragment can induce expression of a reporter gene mediated by GC boxes
that can bind Sp1 in HeLa cells (Muller et al., 1999) and by coexpression with
B-myb and cyclin A1 in CV-1 cells (Muller et al., 2000b). Although it was
initially suggested that the tissue-specific expression of mouse cyclin A1 corre-
lates with methylation of its CpG-rich proximal promoter (Muller et al., 2000a),
subsequent studies revealed that this is not likely (Muller-Tidow et al., 2001).
Cyclin A1 frequently is overexpressed in human acute promyelocytic leukemia,
a subtype of acute myeloid leukemia that is characterized by the presence of the
PML-RAR� fusion protein (Yang et al., 1999). A recent study has suggested that
PML-RAR� ectopically expressed in human myeloid leukemia cell lines led to
induction of co-transfected human cyclin A1 promoter/reporter constructs with
either 190 base pairs of promoter or with 1.3 kb (Muller et al., 2000b). Whether
such constructs will be activated in myeloid cells in vivo remains to be
determined, as does the question of whether these flanking regions are active in
spermatocytes.

D. PREFERENCE OF CDK PARTNER FOR THE A-TYPE
CYCLINS IN TESTICULAR CELLS

To extend our studies on the function of the A-type cyclins during meiosis
in the male at the biochemical level, we examined the developmental and cellular
distribution of their candidate cyclin-dependent kinase partners, Cdk1 and Cdk2,
in the spermatogenic lineage (Ravnik and Wolgemuth, 1999). As noted previ-
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ously, immunohistochemical localization revealed that cyclin A1 is present only
in male germ cells just prior to or during the first, but not the second, meiotic
division. By contrast, cyclin A2 was expressed in spermatogonia and was most
abundant in preleptotene spermatocytes, cells about to enter the meiotic pathway.
Immunohistochemical detection of Cdk1 was most apparent in early pachytene
spermatocytes, while staining intensity diminished in diplotene and meiotically
dividing spermatocytes, the cells in which cyclin A1 expression was strongest.
Cdk2 was highly expressed in all spermatocytes. Notably, in cells undergoing the
meiotic reduction divisions, Cdk2 appeared to localize specifically to the chro-
matin. This was not the case for spermatogonia undergoing mitotic divisions. We
also showed that, in the testis, cyclin A1 binds both Cdk1 and Cdk2 (Sweeney
et al., 1996; D. Liu et al., 1998,2000). In contrast, cyclin A2 strongly preferred
to bind to Cdk2 in testicular lysates. These results suggest that the A-type cyclins
have differences in their partner preference and may exhibit unique target
substrate specificity.

E. TARGETED MUTAGENESIS OF CYCLIN A1

To begin to address possible redundancy of the two A-type cyclin genes, we
generated cyclin A1-deficient mice by targeted mutagenesis of the cyclin A1
gene (D. Liu et al., 1998). The remarkable restriction of cyclin A1 suggested a
very specific function only at the G2/M transition of the first meiotic division.
Cyclin A1-deficient males were sterile due to a block of spermatogenesis before
the first meiotic division, whereas females were normal. Meiosis arrest in males
lacking cyclin A1 was associated with increased germ-cell apoptosis and desyn-
apsis abnormalities (D. Liu et al., 1998,2000). There was a striking reduction in
the activation of MPF kinase at the end of meiotic prophase, although both Cdk1
and cyclin B proteins were present. Cyclin A1 is therefore essential for sper-
matocyte passage into the first meiotic division in male mice, a function that
cannot be complemented by the concurrently expressed B-type cyclins.

We then explored the possibility that a cyclin A1-dependent process dictates
the activation of MPF (D. Liu et al., 1998). There are several pieces of evidence
in the literature that supported a role for A-type cyclins in the activation of MPF.
Xenopus cyclin A1 is synthesized before cyclin B and accumulates as an active
kinase complex (Minshull et al., 1990). Cyclin A1 bound to Cdk1 in Xenopus egg
extracts is immediately active, independent of Cdc25 activity (Clarke et al.,
1992). The addition of cyclin A1 into such cell-free extracts potentiated MPF
activity (Devault et al., 1992). Further, blocking Cdk2 activity, either by p21 or
by immunodepletion, prevented activation of MPF and mitosis in cultured cells
(Guadagno and Newport, 1996).

We asked whether the expression of the B-type cyclins that comprise MPF
was retained in cyclin A1-deficient spermatocytes (Liu et al., 2000). Both cyclin
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B1 and B2 proteins were readily detected, although their associated kinases were
kept at inactive states. We then turned to an in vitro, short-term culture system
developed by Handel and colleagues (Wiltshire et al., 1995) in which treatment
of pachytene spermatocytes with the protein phosphatase type 1 and type 2A
inhibitor okadaic acid can induce premature chromosome condensation and entry
into the first meiotic division. We asked if treatment of the arrested diplotene
spermatocytes in cyclin A1-deficient testes could drive the cells into meiosis I
and activate MPF activity. Indeed, okadaic acid treatment restored MPF activity
and induced entry into M phase and the formation of overtly normally condensed
chromosome bivalents (Figure 4), concomitant with hyperphosphorylation of
Cdc25 proteins (Liu et al., 2000).

Conversely, inhibition of tyrosine phosphatases, including Cdc25s, by van-
adate suppressed the okadaic acid-induced metaphase induction. The highest
levels of Cdc25A and Cdc25C expression and their subcellular localization
during meiotic prophase coincide with that of cyclin A1. When overexpressed in
HeLa cells, cyclin A1 coimmunoprecipitates with Cdc25A. Furthermore, the
protein kinase complexes consisting of cyclin A1 and either Cdk1 or Cdk2
phosphorylate both Cdc25A and Cdc25C in vitro (Liu et al., 2000). These results
suggest that, in normal meiotic male germ cells, cyclin A1 participates in the
regulation of other protein kinases or phosphatases critical for the G2-M
transition. In particular, it may be directly involved in the initial amplification of
MPF through the activating phosphorylation on Cdc25 phosphatases (Figure 3).

VII. Unanswered Questions

Our investigations on the role of the A-type cyclins in the development,
differentiation, and function of the germ line have provided some clues as to their
in vivo function; however, much remains to be elucidated. Outlined below are
several of the questions we would like to address.

A. IS CYCLIN A2 REQUIRED IN MITOSIS IN SPERMATOGONIA
AND FOR PRELEPTOTENE DNA SYNTHESIS?

The striking differences in the patterns of expression between cyclin A1 and
cyclin A2 in spermatogenic cells suggested that they would have distinct
functions (Ravnik and Wolgemuth, 1999). Our targeted mutagenesis of the cyclin
A1 gene revealed the clear requirement for this gene, specifically in meiosis in
the male but not in the female germ line. The role of cyclin A2 is more difficult
to assess because, as shown very elegantly by Murphy et al. (1997), loss of cyclin
A2 results in early embryonic lethality. Embryos lacking cyclin A2 can develop
from the two-cell to blastocyst stage but then die (Winston et al., 2000).
Therefore, to study its function during spermatogenesis in the adult animal, a
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cell-specific targeted loss of function strategy will be needed. One such approach
would involve the generation of transgenic mice expressing the Cre recombinase
uniquely in spermatogonia and/or preleptotene spermatocytes, under the direc-
tion of a promoter specific to these cells. These animals would then be crossed
to mice carrying the cyclin A2 gene into which loxP sites have been introduced
(floxed cyclin A2). Excision of portions of the cyclin A2 gene between the loxP
sites would result in a mutant cyclin A2 gene but only in spermatogonia or
preleptotene spermatocytes. The critical missing link in this approach is the lack
of well-characterized, spermatogonia-specific promoters.

B. IS CYCLIN A2 ESSENTIAL FOR OOGENESIS?

Ongoing studies in our lab and the work of others have shown that cyclin A2
is expressed in the mouse oocyte (Winston et al., 2000; C. Liao, S.E. Ravnik, Q.
Zhang, S. Mulrad, and D.J. Wolgemuth, in preparation). As noted previously, the
early embryonic lethality of the cyclin A2 null mutation (Murphy et al., 1997;
Winston et al., 2000) obviates a direct test of its function in the germ line in either
male or female. The Cre-lox strategies discussed earlier – using, in this case,
oocyte-specific promoters to drive Cre recombinase – might be fruitful to address
the role of cyclin A2 in oocyte mitosis and especially meiosis. Alternatively, the
recent, very exciting application of double-stranded RNAs (RNAi) to interfere
with gene expression in oocytes might permit a direct test of the cyclin A2
protein in the resumption of meiosis (Svoboda et al., 2000). In this approach,
double-stranded RNAs for the c-mos proto-oncogene were shown to inhibit the
translation of c-mos mRNA in a time- and concentration-dependent manner.
Importantly, this inhibition resulted in parthenogenetic activation of the oocytes,
similar to the phenotype observed in c-mos knockout mouse oocytes (Colledge
et al., 1994; Hashimoto et al., 1994).

C. ARE THE A-TYPE CYCLINS FUNCTIONALLY REDUNDANT?

One hypothesis regarding the possible functional redundancy of the two
mammalian A-type cyclin proteins is that they have essentially identical func-
tions as part of cyclinA/Cdk complexes and that differences in their function are
reflected only by where they are expressed. A prediction of this hypothesis is that
the two A-type cyclins would have identical biochemical properties as part of a
Cdk1 or Cdk2 complex and be functionally interchangeable in vivo. An alterna-
tive hypothesis is that the two mammalian A-type cyclins have distinct functions
as well as distinct regulation of expression. Yet a third possibility is that they may
have both common and distinct functions, including unique functions of cyclin
A1 in meiotic progression.

One approach for assessing these possibilities would ask whether functional
differences between cyclin A1- and A2-containing kinase complexes can be
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detected with regard to their activity on specific substrates. One might also
examine the interaction of cyclin A1 with proteins known to interact with cyclin
A2 in vivo, including upstream inhibitors and activators and/or downstream
targets. A systematic screen of known targets of cyclinA2/Cdk complexes for
differences in the specificity of kinase activity of cyclin A1-containing versus
cyclin A2-containing complexes might be quite informative. In such a scenario,
particular attention would be paid to substrates whose expression and function,
if known, might suggest a role during spermatogenesis.

A second strategy might utilize a molecular genetic approach to address the
question of functional redundancy between the cyclin A1 and A2 proteins. As
noted before, we have generated a targeted mutation in the cyclin A1 gene that
resulted in an arrest in spermatogenesis specifically at the late pachytene-
diplotene stage of meiosis. The first meiotic division is prevented and the cells
undergo a wave of apoptosis. One might now ask if cyclin A2 can rescue the
meiotic arrest caused by the lack of cyclin A1 expression in the knockout mice.
The use of either a transgenic approach using regulatory sequences that drive the
expression of cyclin A1 to the appropriate cell types in vivo (K.M. Lele and D.J.
Wolgemuth, unpublished observations) to drive coding sequences for cyclin A2
or alternatively, a knock-in approach (Hanks et al., 1995) could be envisioned.
The technically more-complicated “knock-in” strategy would involve placing
cyclin A2 coding sequences within the context of the cyclin A1 gene and then
substituting into the genome by targeted mutagenesis.

D. WHAT ARE THE SUBSTRATES FOR CYCLIN A1/CDK
COMPLEXES IN GERM CELLS?

As mentioned before, cyclin A2 functions during both G1-S and G2-M
phases in cultured cells (Girard et al., 1991; Pagano et al., 1992; Pines and
Hunter, 1994). The activity of the cyclin A2/Cdk2 kinase complex has been
shown to be regulated by either inhibitory or activating proteins. Cyclin A2/Cdk2
shares some common properties with other G1/S or G2/M-phase cyclin/kinase
complexes as well as possessing several features that are unique. Unlike cyclin
B1, cyclin A2 can bind and activate both Cdk1 and Cdk2 proteins (Elledge et al.,
1992; Kobayashi et al., 1992; Rosenblatt et al., 1992). While both cyclin A2/Cdk
and cyclin B/Cdk1 phosphorylate histone H1, only cyclin A2/Cdk complexes
were shown to associate with and phosphorylate the Rb-related protein p107 in
vitro (Peeper et al., 1993). Differences in the consensus phosphorylation site for
cyclin A2 versus cyclin E/Cdk2 complexes have been determined (Higashi et al.,
1995). Cyclin A2/Cdk2 was more efficient than cyclin E/Cdk2 in phosphorylat-
ing the transcription factor E2f-1 (Kitagawa et al., 1995). Cyclin A or E/Cdk2
and cyclin D/Cdk4 can all phosphorylate pRB; however, the phosphorylation
sites are different (Kitagawa et al., 1996). Much less is known about cyclin A1,
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in particular as to how it may differ from cyclin A2 with respect to its interacting
proteins and substrates. Our studies on the role of okadaic acid in overcoming the
block in the first meiotic division in the absence of cyclin A1 led us to explore
the role of the Cdc25 phosphatases as potential downstream targets of cyclin
A1/Cdk. We previously had shown that Cdc25C is expressed in late meiotic
prophase cells in the mouse testis (Wu and Wolgemuth, 1995) and, recently, that
Cdc25A is also expressed in spermatocytes at this stage (as is cyclin A1) (Liu
et al., 2000). We have gone on to demonstrate that cyclin A1 can co-precipitate
Cdc25A in co-transfection experiments and that testicular cyclin A1/Cdk2 kinase
complexes can phosphorylate recombinant Cdc25 A and Cdc25C in vitro (Liu
et al., 2000). Whether the Cdc25s are critical substrates in vivo in pachytene
spermatocytes remains to be determined.

E. WHAT ARE THE MECHANISMS BY WHICH THE LACK OF
CYCLIN A1 TRIGGERS APOPTOSIS?

A striking aspect of the loss of cyclin A1 function during male meiosis is the
abrupt entry of the late-pachytene/diplotene spermatocytes into cell death or
apoptosis, as assessed by TUNEL (terminal-deoxy UTP nick end labeling) assay
(D. Liu et al., 1998). In fact, we have noted that apoptosis is characteristic of loss
of function of several genes that have been shown by targeted mutagenesis to be
required for the progression of meiotic prophase. Table I lists several of these
genes and the stage at which the cells arrest. There are several pathways by which
cells can undergo cell death, including pathways mediated by p53, members of
the Bcl2/Bax family, Fas/Fas ligand, and the TNF-R superfamily (reviewed in
Raff, 1998, and Strasser et al., 2000). A role for p53-mediated pathway in the
apoptosis observed in Atm-deficient spermatocytes is suggested by the elevated
levels of p53, Bax, and p21 observed in Atm-deficient testes and the decrease in
apoptosis seen in mice lacking both Atm and p53 function (Barlow et al., 1997).
There was not a complete loss of apoptosis, however, which raises the possibility
of multiple pathways. The pathways of apoptosis for the other mutant strains
listed in Table I remain to be elucidated.
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ABSTRACT

Formation of the male gamete occurs in sequential mitotic, meiotic, and postmeiotic phases.
Many germ cell-specific transcripts are produced during this process. Their expression is develop-
mentally regulated and stage specific. Some of these transcripts are product of genes that are male
germ cell-specific homologs of genes expressed in somatic cells, while some are expressed from
unique genes unlike any others in the genome. Others are alternate transcripts derived from the same
gene as transcripts in somatic cells but differing from them in size and/or overall sequence. They are
generated during gene expression by using promoters and transcription factors that activate tran-
scription at different start sites upstream or downstream of the usual site, by incorporation of alternate
exons, by germ cell-specific splicing events, and by using alternate initiation sites for polyadenyla-
tion. Male germ cell development consists of an assortment of unique processes, including meiosis,
genetic recombination, haploid gene expression, formation of the acrosome and flagellum, and
remodeling and condensation of the chromatin. These processes are intricate, highly ordered, and
require novel gene products and a precise and well-coordinated program of gene expression to occur.

The regulation of gene expression in male germ cells occurs at three levels: intrinsic, interactive,
and extrinsic. A highly conserved genetic program “intrinsic” to germ cells determines the sequence
of events that underlies germ cell development. This has been underscored by recent studies showing
that meiosis involves many genes that have been conserved during evolution from yeast to man.
During meiosis and other processes unique to germ cells, the intrinsic program determines which
genes are utilized and when they are expressed. In the postmeiotic phase, it coordinates the expression
of genes whose products are responsible for constructing the sperm. The process of spermatogenesis
occurs in overlapping waves, with cohorts of germ cells developing in synchrony. The intrinsic
program operating within a particular germ cell requires information from and provides information
to neighboring cells to achieve this coordination. Sertoli cells are crucial for this “interactive” process
as well as for providing essential support for germ cell proliferation and progression through the
phases of development. The interactive level of regulation is dependent on “extrinsic” influences,
primarily testosterone and follicle-stimulating hormone (FSH). Studies during the last 4 years have
established that FSH is not essential for germ cell development but instead serves an important
supportive role for this process. While testosterone is essential for maintenance of spermatogenesis,
it acts on Sertoli cells and peritubular cells and has indirect effects on germ cells. The extrinsic and
interactive processes are extremely important for establishing and maintaining an optimum environ-
ment within which gametogenesis occurs. Nevertheless, an intrinsic evolutionarily conserved genetic
program regulates male germ cell gene expression and development.

103
Copyright © 2002 by The Endocrine Society

All rights of reproduction in any form reserved.



I. Introduction

Spermatogenesis is a paradigm of development that continues throughout
adult life in most mammals. This process occurs in seminiferous tubules
containing an epithelium populated by a mixture of germ cells and Sertoli cells,
surrounded by a thin wall of peritubular cells (Figure 1). Sertoli cells serve a
crucial nurturing role for germ cells and are believed to help coordinate important
events of spermatogenesis (Griswold, 1998). Sertoli cells also divide the semi-
niferous epithelium into two compartments: a basal compartment where cells are
exposed to the surrounding milieu and a luminal compartment where cells are
sequestered behind a “blood-testis” barrier formed by junctional complexes
between Sertoli cells. Although the focus here is on the mouse, most of what is
discussed applies to mammals in general.

Germ cell development occurs in successive mitotic, meiotic, and postmei-
otic phases (Figure 2), with the germ cells moving from the periphery to the
lumen of the seminiferous tubule during this process. The mitotic phase occurs
in the basal compartment, while the meiotic and postmeiotic phases occur in the
luminal compartment. This takes about 35 days in the mouse, with the mitotic
phase lasting approximately 11 days, the meiotic phase lasting approximately 10

FIG. 1. A cross-section of a seminiferous tubule in the mouse testis. A thin layer of peritubular
cells surrounds the tubule and Leydig cells are located in the areas between tubules. Sertoli cells
divide the seminiferous tubule into the basal compartment containing germ cells in the mitotic phase
and a luminal compartment containing germ cells in meiotic and postmeiotic phases.
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days, and the postmeiotic phase lasting approximately 14 days (Clermont and
Trott, 1969). The process begins every 8.7–8.9 days. The duration of these
phases varies slightly between mouse strains. It includes processes unique to
germ cells, including meiosis, genetic recombination, haploid gene expression,
formation of the acrosome and flagellum, and remodeling and condensation of
chromatin, all of which must occur at the correct time to produce the male
gamete.

The highly ordered process of spermatogenesis, in turn, requires a precise
and well-coordinated program that regulates the constantly changing patterns of
gene expression. Although many questions remain to be answered, the regulation
of this process can be thought of as occurring in three concentric levels: intrinsic,
interactive, and extrinsic (Figure 3). Intrinsic regulation is managed by an
evolutionarily conserved genetic program that underlies the development of germ
cells of diverse species, ranging from nematodes to flies to mammals. This
program is responsible for the sequence of events of differentiation and mor-
phogenesis that occur throughout the progression of spermatogenesis. For mei-
osis and other processes specific to germ cells in particular, the intrinsic program
determines which genes are utilized and when they are expressed.

The development of male germ cells occurs in overlapping waves in
mammals and other vertebrates, with cohorts of mitotic, meiotic, and postmeiotic
germ cells developing in synchrony. The intrinsic program operating within a
given cell requires information from, and provides information to, neighboring
cells to achieve this coordination. This interactive regulation of germ cell gene

FIG. 2. The three phases of germ cell development. Stem cells give rise to spermatogonia that
undergo several mitotic divisions over the next 10 days. More than half of the spermatogonia
undergoes apoptosis during the latter part of the mitotic phase. During much of the meiotic phase, the
spermatocytes are in the G2 phase of the cell cycle. After the two meiotic divisions at the end of this
phase, germ cells enter the postmeiotic phase. Transcription occurs throughout germ cell develop-
ment until the midpoint of the postmeiotic phase. During the latter half of this phase, proteins are
synthesized from transcripts that have been stored since the early part of the postmeiotic phase.
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expression is far from being well understood but in vitro and in vivo studies
indicate that Sertoli cells are key players in the information-exchange process.
Each Sertoli cell is in contact simultaneously with three or four layers of germ
cells that are in all three phases of spermatogenesis and is well situated to
integrate and modulate the various signals to, from, and between germ cells.

Interactive regulation is, in turn, subject to extrinsic regulation by the
endocrine system, primarily through testosterone and FSH. These hormones
directly influence gene expression in somatic cells of the testis, thereby regulat-
ing the milieu within which interactive regulation occurs and indirectly influ-
encing gene expression in germ cells.

II. Intrinsic Regulation of Germ Cell Gene Expression

The ultimate regulation of gene expression in male germ cells, as in all other
cells, occurs first at the level of transcription, next at the level of translation, and
thereafter at the post-translational level. The fundamental apparatus for these
processes and the mechanisms that control them vary little between cell types but
the specific features of the individual proteins involved and how their actions are
modulated greatly influence the progression and outcome of the cell’s develop-
ment. There are three important features of the intrinsic genetic program
underlying the process of male germ cell development. First, the processes of

FIG. 3. The three levels of regulation of gene expression in germ cells. An intrinsic genetic
program is responsible for regulating gene expression in male germ cells. Germ cells develop in
overlapping waves, with cohorts of germ cells developing in synchrony. This requires coordination
of the intrinsic programs for the cohorts of germ cells. The Sertoli cells serve a crucial role in this
process. The interactive level of influence over germ cell development, in turn, is responsive to
extrinsic cues that influence gene expression in Sertoli and Leydig cells, thereby regulating the milieu
within which germ cells develop and indirectly influencing gene expression in germ cells. The
extrinsic and interactive programs are essential for supporting germ cell development but gene
expression is regulated by the germ cells themselves.
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meiosis and spermatogenesis have been conserved throughout evolution. Second,
many unique genes and variant transcripts are expressed during male germ cell
development. Third, the expression of such genes is developmentally regulated
and stage specific.

A. GENETIC CONSERVATION

Many of the general features of germ cell development are well conserved
between phyla (Roosen-Runge, 1977). It is becoming increasingly clear that the
same is true for the genes involved. The genome of the budding yeast, Saccha-
romyces cerevisiae, has been sequenced and the temporal profile of gene
expression during sporulation, when meiosis occurs, has been determined (Chu
et al., 1998). A subset of 164 genes induced in the early, middle, and later periods
of meiosis was identified and a computer-based search was used to identify
homologs, genes that have evolved from a common ancestor, in C. elegans,
Drosophila, and mammals (Hwang et al., 2001). Over 70% of the yeast genes
were found to have homologs in C. elegans, Drosophila, mice and/or humans,
providing strong evidence that a substantial amount of the genetic program of
meiosis is well conserved between phyla. More than half of these genes are
represented by expressed sequence tags (ESTs) from mouse cDNA libraries that
span the period from before until after meiosis in the female germ cell line
(Hwang et al., 2001).

Expression of many of the same genes presumably occurs during meiosis in
the male. However, systematic and comprehensive sequencing of cDNA libraries
covering all phases of spermatogenesis needs to be done before this can be
verified. There are many differences between oogenesis and spermatogenesis,
with different genes being expressed during these processes. This was demon-
strated in recent studies that evaluated the expression of testis-specific genes for
C. elegans and Drosophila (Andrews et al., 2000; Reinke et al., 2000). On
microarrays that contained nearly two thirds of the predicted genes for C.
elegans, 11.8% were germline-enriched genes, of which 46% were expressed
specifically in the male gonad, 18% in the female gonad, and 36% in both
(Reinke et al., 2000). Comparisons of ESTs generated by sequencing cDNA
libraries of Drosophila found that nearly half of testis ESTs did not match with
any nongonadal Drosophila EST sequences and about two thirds of those
differed from ovary ESTs (Andrews et al., 2000). These studies indicate that
several hundred male gonad-specific genes are expressed in C. elegans and
Drosophila. It remains to be determined how many of these genes have homologs
in mouse and/or human but the studies by Hwang et al. (2001) suggest that a
majority of the genes are conserved.

The principal role of the intrinsic program in germ cell development was
shown quite dramatically when rat spermatogonial stem cells were transplanted

107MALE GERM CELL GENE EXPRESSION



into the seminiferous tubules of the mouse testis. The rat stem cell gave rise to
normal-appearing rat sperm (Clouthier et al., 1996) that developed at the same
rate as in the rat testis, which is slower than in the mouse (Franca et al., 1998).
These studies show that germ cells carry all of the information and instructions
needed for their own development.

B. GERM CELL-SPECIFIC TRANSCRIPTS

It was estimated that up to 20,000 different transcripts are present in a given
cell population (Zhang et al., 1997). Most of these are products of ubiquitously
expressed “housekeeping genes” that are responsible for the basic structures and
functions common to all cells, while fewer are responsible for the specific
features and activities of the particular cell type. As of this writing, the NCBI
Mouse UniGene database (http://www.ncbi.nlm.nih.gov/UniGene/Mm.Home.
html) contains 18,673 sequence clusters that include cDNAs from testis libraries,
with 2701 sequence clusters identified as containing cDNAs specifically from
spermatogonia, spermatocyte, or spermatid libraries. However, these numbers
are probably inflated. Most of the ESTs are only 300 to 600 bp in length, very few
have been confirmed by other methods to be expressed in testis or male germ
cells, and it is likely that many are ubiquitously expressed genes. In addition, an
unknown fraction consists of nonoverlapping ESTs from different regions of
full-length cDNA sequences. On the other hand, there are undoubtedly many
cDNAs in germ cell libraries that have not yet been sequenced and the short
cDNA sequences that are determined probably do not identify variant transcripts.

There are three principal ways that male germ cell-specific transcripts and
proteins are produced. The first is by expression of genes only in spermatogenic
cells that are homologs of genes expressed in somatic cells, or in somatic cells
and germ cells. The second is by expression of unique genes, those without
significant similarity to any other gene in the genome. The third is by expression
of variant transcripts. These are transcribed from genes also expressed in somatic
cells but are often smaller or larger than their somatic cell counterparts and are
the result of using one or more alternate transcript start sites, transcript splice
sites, exons, or polyadenylation signals.

1. Male Germ Cell-specific Gene Homologs

Genes expressed only in male germ cells frequently are homologs of genes
expressed in somatic cells (reviewed in Eddy and O’Brien, 1998). In some cases,
a gene that is expressed in somatic cells is inactivated and a germ cell homolog
is activated. An example of this is glyceraldehyde 3-phosphate dehydrogenase
(Gapd), a highly conserved gene for an essential enzyme in the glycolytic
pathway. Gapd usually is considered to be a housekeeping gene and its mRNA
is commonly used as a loading control on northern blots. However, this gene is
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inactivated during the meiotic phase and the spermatogenic cell-specific Gapds
gene is activated early in the postmeiotic phase of male germ cell development
(Mori et al., 1992; Welch et al., 1992). The amino acid sequence of GAPDS is
over 70% identical to that of GAPD and contains the appropriate amino acids in
the locations necessary to form the binding pocket for the NAD� cofactor and the
thioester substrate-binding site. Although the exon-intron structure of mouse
Gapds is similar to that of Gapd (Welch et al., 1995), GAPDS has a large
proline-rich domain at the N-terminus that is not present in GAPD.

It seems inefficient for male germ cells to use a new gene instead of an
existing one that encodes a nearly identical protein. However, there are often
significant advantages for male germ cells to have their “own” genes. One is that
a germ cell homolog may compensate for a gene that is inactivated in male germ
cells. An example of this is the phosphoglycerate kinase-1 (Pgk1) gene that
encodes another essential enzyme in the glycolytic pathway. Pgk1 is located on
the X chromosome, which is inactivated during the meiotic phase of male germ
cell development. However, the germ cell-specific Pgk2 gene is located on an
autosome and is activated soon thereafter. The Pgk2 gene lacks introns and was
hypothesized to have evolved as a functional retroposon of the X-linked Pgk1
gene (Boer et al., 1987; McCarrey and Thomas, 1987). Expression of the Pgk2
gene is restricted to germ cells in most eutherian mammals but is expressed
ubiquitously or in a subset of somatic tissues and in germ cells of different
marsupials. It was hypothesized that tissue-specific enhancer activity and tissue-
specific demethylation led to the restriction of Pgk2 expression to germ cells,
thereby maintaining glycolysis when Pgk1 expression ceases due to X chromo-
some inactivation (McCarrey, 1994).

Another advantage of germ cell-specific genes is that the encoded protein
may fulfill the same role as that of the somatic cell’s product but also have other
structural or functional properties that serve unique roles in male germ cells. For
example, GAPDS is anchored to the fibrous sheath by the proline-rich N-terminal
domain that is absent in GAPD (Bunch et al., 1998). Furthermore, most of the
other enzymes in the glycolytic pathway in postmeiotic germ cells and sperm
also have unique structural or functional properties (reviewed in Eddy et al.,
1994). Several are known to be concentrated in the principal piece (Bunch et al.,
1998). Glycolytic enzymes in sperm cofractionate with sperm tail components
(Mohri et al., 1965) and are associated as a complex (Storey and Kayne, 1978).
The unique structural and functional features of the other glycolytic enzymes
may serve a role similar to the proline-rich domain of GAPDS for assembling
this complex. Molecular modeling studies indicate that important differences
occur in specific amino acids surrounding the NAD� cofactor-binding pocket
and glyceraldehyde 3-phosphate (G3P) substrate-binding pocket of GAPD and
GAPDS (unpublished observations). Earlier investigators were unaware that
sperm contain GAPDS rather than GAPD but observed that sperm were signif-
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icantly more vulnerable than other cells to damage by environmental chemicals
structurally similar to G3P (Jones, 1978; Stevenson and Jones, 1985). However,
glycolysis is ineffective in spermatids. Addition of glucose to spermatids in vitro
leads to an increase in the concentration of intermediates upstream of GAPD in
the glycolytic pathway, while those downstream of GAPD decrease, leading to a
substantial drop in adenosine triphosphate (ATP) levels (Nakamura et al., 1982;
Jutte et al., 1983). This is strikingly different from the situation in sperm, where
glucose is required for fertilization to succeed (Hoppe, 1976; Fraser and Quinn,
1981; Cooper, 1984). Differences in molecular structure between GAPDS and
GAPD may provide the ability for GAPDS to serve as the switch from inactive
glycolysis in postmeiotic germ cells to active glycolysis in sperm (Eddy et al.,
1994).

Activation of germ cell-specific gene expression may also occur without the
associated inactivation of a homolog. An example of this occurs for two members
of the 70-kDa heat-shock protein (HSP70) family. The HSP70 proteins are
chaperones that assist other proteins to fold as they emerge from the ribosome,
escort them through the cytoplasm, help them assemble into complexes, and
facilitate the refolding of proteins partially denatured by heat or other stresses.
The genes for most HSP70 proteins are expressed in all tissues, either constitu-
tively or following induction by heat shock and other stresses. However, a major
70-kDa protein is present in germ cells that migrates to the same position on
two-dimensional (2-D) gels as the HSP70 protein induced by heat shock in 3T3
cells (Allen et al., 1988a,b). The protein is synthesized in spermatocytes
(O’Brien, 1987) and was recognized on immunoblots with a pan-HSP70 anti-
body. The cDNA was cloned and the sequence was found to correspond to a
region in a genomic clone (Hsp70–2) isolated previously (Zakeri et al., 1988).
Northern and in situ hybridization analysis found that transcription began in the
early part of the meiotic phase and immunoblot and immunohistochemical
analysis determined that the protein was expressed shortly thereafter (Rosario et
al., 1992).

Mice with a targeted mutation in the Hsp70–2 gene were produced to
determine if the HSP70–2 protein has a unique role in germ cells. Male mice
homozygous for the mutation are infertile (Dix et al., 1996a), demonstrating that
HSP70–2 serves a different role than the other HSP70 proteins present in germ
cells. Germ cells in the mitotic and meiotic phases were present in the testis but
development was arrested in late pachytene spermatocytes, at the G2/M phase
transition of the meiotic cell cycle. This transition occurs in all cells and requires
Cdc2 kinase activity, acquired when a cyclin A or B regulatory subunit binds to
the Cdc2 catalytic subunit and triggers changes in Cdc2 phosphorylation. This
suggested that HSP70–2 is a molecular chaperone required for Cdc2 activation
(Zhu et al., 1997). HSP70–2 was found to associate with Cdc2, but not with
cyclin B1 or the cyclin B1/Cdc2 heterodimer, in germ cells of wild-type mice.
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While cyclin B1 and Cdc2 were present in germ cells of male mice homozygous
for the Hsp70–2 mutation, they failed to assemble into heterodimers, lacked
Cdc2 kinase activity, and did not undergo the changes in phosphorylation seen in
wild-type mice. This suggested that HSP70–2 is required for Cdc2 to dimerize
with cyclin B1 and become an active kinase in male germ cells. This was verified
by showing that addition of recombinant HSP70–2 protein to a homogenate of
germ cells from homozygous mutant mice restored the ability of Cdc2 to form
heterodimers with cyclin B1 and to become an active kinase (Zhu et al., 1997).
It was suggested that HSP70–2 enables Cdc2 to acquire the necessary confor-
mation to form a heterodimer with cyclin B1, thereby providing the protein
kinase activity necessary for the G2/M transition to occur. However, Cdc2 serves
the same role at the G2/M transition during mitosis in somatic cells and of
meiosis in female germ cells, in the absence of HSP70–2. Although it is not yet
understood why HSP70–2 is required only in male germ cells to achieve the
G2/M transition, it apparently serves a chaperone role that is specifically required
in male germ cells and is not provided by homologs.

Transcription of Hsc70t also is activated in postmeiotic male germ cells
without changes in expression of other HSP70 family genes. A monoclonal
antibody against a protein spot extracted from 2D gels of isolated male germ cells
recognized a 70-kDa protein present only in spermatids. The protein had
immunoblotting and peptide map characteristics similar to HSC70, a constitu-
tively expressed member of the HSP70 family (Maekawa et al., 1989). The
monoclonal antibody was used to screen a mouse testis cDNA library and clones
were isolated with high sequence homology to an HSP70 family gene expressed
only during the postmeiotic phase of spermatogenesis (Matsumoto and Fujimoto,
1990). Northern analysis demonstrated that Hsc70t transcripts are present
throughout much of the postmeiotic phase, while immunostaining and immunblot
analysis indicated that HSC70T protein is not synthesized until late in the
postmeiotic phase (Tsunekawa et al., 1999).

It was hypothesized that HSC70T has a role similar to that of HSC70–2,
serving as a chaperone for a protein or proteins of male germ cells essential
during the late postmeiotic phase. The gene targeting approach was used to test
this hypothesis. However, male mice homozygous for a mutation in Hsc70t had
normal fertility and histological studies indicated that germ cell development
during the late postmeiotic phase was not altered (unpublished observations).
Nevertheless, when sperm from homozygous mice were placed in vitro, they
became immotile within an hour, while sperm from wild-type mice remained
motile for several hours. ATP levels are low in these sperm and their ability to
produce ATP appears to be compromised (E.M. Eddy, unpublished observa-
tions). This suggests that HSC70t possesses unique chaperone capabilities that
are required by postmeiotic germ cells for the assembly and function of protein
complexes involved in energy production.
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A variation on the theme of activating a gene without inactivating its
homolog is seen for A-kinase anchoring proteins (AKAPs). They tether cAMP-
dependent protein kinase A (PKA), serving to localize its signal transduction
activity within a particular region of the cell. The AKAPs differ substantially in
sequence but all contain PKA-binding domains. Two AKAPs unique to male
germ cells are located in the fibrous sheath, a cytoskeletal component of the
sperm flagellum that contains at least six major proteins and more minor proteins
in the mouse (Eddy et al., 1991). AKAP4 is the major structural protein of the
fibrous sheath and the Akap4 gene is expressed only during the postmeiotic phase
(Carrera et al., 1994; Fulcher et al., 1995). The Akap4 gene is located on the X
chromosome, making it a single-copy gene in the male (Moss et al., 1997). The
AKAP4 protein appears to serve as a scaffold for proteins that are tightly
associated with the fibrous sheath or localized to the principal piece, including
GAPDS. The Akap3 gene was identified recently and found to be expressed only
during the postmeiotic phase (Mandal et al., 1999; Vijayaraghavan et al., 1999).
The presence of two AKAPs in the fibrous sheath suggests that PKA activation
and function lead to phosphorylation of proteins in this region that regulates
flagellar function.

2. Unique Genes

Some genes expressed only in male germ cells do not have homologs in
other cells. Most of these genes are expressed during the postmeiotic phase, when
the specialized structural components of spermatozoa are produced. During this
period, dramatic remodeling of the nucleus and condensation of the chromatin
occurs, the acrosome forms, and the flagellar axoneme and accessory fiber
proteins are synthesized and assembled.

The round spermatid nucleus is remodeled into a falciform-shaped nucleus
in the mouse during the last part of the postmeiotic phase. This occurs by removal
of the histones, the major nuclear proteins in all other cell types, and their
replacement with transition proteins and those, in turn, with protamines. The
transition proteins and protamines are products of unique genes expressed only
in male germ cells. The protamines are small, basic proteins that package the
sperm DNA into a volume about one twentieth of that of a nucleus of somatic
cells (reviewed by Balhorn et al., 1999). Most mammals have only one protamine
gene but mouse, human, and a few other mammals have two. Gene targeting was
used to determine if both protamines are necessary or if protamine 2 (Prm2) is
redundant to protamine 1 (Prm1) in the mouse. One copy of either the Prm1 or
Prm2 gene was disrupted in embryonic stem (ES) cells that were then injected
into blastocysts to produce chimeras carrying the mutated gene. Although many
male chimeras were produced containing a copy of the mutated Prm1 or Prm2
gene, no offspring heterozygous for the mutated gene were sired (Cho et al.,
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2001). One possible explanation was that the chimeras did not produce sperm
containing the mutated gene. The ES cells were derived from 129Sv strain mice
and the blastocysts were from C57BL6 mice, which allowed the use of a
polymerase chain reaction (PCR) assay based on microsatellite polymorphisms
to genotype the sperm produced by chimeras. It was found that chimeras were
producing 129-genotype sperm, of which half had a disrupted Prm1 or Prm2
gene. Subsequent studies determined that a decrease in either of the protamines
disrupted sperm nuclear compaction, processing of protamine 2 from precursor
to mature form, and normal sperm function. These changes occurred in all
129-genotype sperm, whether they had a copy of the intact gene or a copy of the
mutated gene.

Although postmeiotic germ cells are haploid, spermatids remain intercon-
nected by intercellular bridges and form a syncytium that allows sharing of
mRNA and protein. It was concluded that transcript and/or protein sharing,
coupled with lack of production of Prm1 or Prm2 in half of the spermatids, led
to a reduction in amount of the protein in all of the spermatids within a syncytial
cluster. This reduction compromised sperm development and function and
caused the failure to transmit the intact or mutated Prm1 or Prm2 genes to
offspring. These studies show that protamine 2 is not a functionally redundant
protein and that both protamine 1 and protamine 2 are essential for the production
of normally functioning sperm in the mouse (Cho et al., 2001).

Unique structures are present in germ cells during the meiotic phase, the
major one being the synaptonemal complex. This structure, present in oocytes as
well as spermatocytes, zippers together the homologous chromosomes to form
the structural substrate upon which the processes of crossing over and genetic
recombination occur. Its composition and function remain to be fully character-
ized but unique genes encode the SCP1 and COR1 proteins that are major
structural components of the synaptonemal complex (Meuwissen et al., 1992;
Dobson et al., 1994). The sex body or XY body is another unique structure
present during meiosis in the male. It is located within the nucleus of spermato-
cytes and is the domain within which the X and Y chromosomes pair. Several
antibodies have been used to identify proteins unique to the XY body (Kralewski
and Benavente, 1997; Escalier and Garchon, 2000) but the identity of the genes
has not been reported. Additional genes are expressed during meiosis that encode
proteins involved in recombination and DNA repair but most are also expressed
in somatic cells (reviewed in Eddy and O’Brien, 1998). However, the major
phenotype for knockouts of several of these genes occurs in germ cells (reviewed
in Eddy, 1999). The Dmc1 gene is a homolog of yeast S. cerevisiae “disrupted
in meiosis” gene and is expressed only during meiosis in male and female mice
(Habu et al., 1996). A knockout of the Dmc1 gene results in infertility due to
failure of synapsis between homologous chromosomes during meiosis (Pittman
et al., 1998; Yoshida et al., 1998).
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3. Alternate Transcripts

Male germ cell-specific proteins also may be synthesized from alternate
transcripts that are derived from the same gene as transcripts in somatic cells but
differ from them in size and/or overall sequence. They are generated during gene
expression by using promoters and transcription factors that activate transcription
at different start sites upstream or downstream of the usual site, by incorporation
of alternate exons, by germ cell-specific splicing events, and by using alternate
initiation sites for polyadenylation. Alternate transcripts in germ cells often are
found serendipitously on northern blots as transcripts that are a different size in
testis than in other cells.

Examples of alternate transcripts produced by several of these processes are
seen for type 1 hexokinase. Hexokinase metabolizes glucose and is the first
enzyme in the glycolytic pathway. Three germ cell-specific transcripts (Hk1-sa,
Hk1-sb, Hk1-sc) were identified. Genomic sequencing determined that the germ
cell-specific Hk1-s mRNAs in male mice are transcribed from the same gene as
somatic cell Hk1 mRNA. The spermatogenic cell-specific domain replaced the
N-terminal mitochondrial porin-binding domain present in HK1 in somatic cells
(Mori et al., 1993). The three cDNAs also differed from each other in the 5�
untranslated region. Northern analysis indicated that Hk1-sa transcripts are first
present at low levels during meiosis, while the more abundant Hk1-sb transcripts
are detected only in postmeiotic germ cells. In addition, Hk1-sb contains a novel
23-residue sequence within the coding region that is not present in the Hk1-sa or
Hk1-sc sequences. Sequence analysis also showed that the common spermato-
genic cell-specific sequence of the three Hk1-s transcripts was derived from two
exons upstream of the exon encoding the porin-binding domain. Furthermore, the
5� untranslated regions are found within other exons farther upstream (Mori et
al., 1993). The HK1-S protein is present mainly within the principal piece region
of the flagellum (Mori et al., 1998; Travis et al., 1998), the region where GAPDS
is localized. Production of the three alternate transcripts for HK1-S involves
utilization of germ cell-specific promoters, germ cell-specific transcription start
sites, germ cell-specific exons, and alternate splice events (Mori et al., 1998).

Alternate transcripts also result from use of alternate polyadenylation sites in
the 3� untranslated region. The cation-dependent mannose 6-phosphate receptor
(CD-MPR) mediates transport of acid hydrolyases to lysosomes. Three tran-
scripts for this receptor are present in spermatogenic cells. There is a 2.4-kb
transcript comparable to that found in somatic cells, a 1.2-kb transcript in
pachytene spermatocytes, and a 1.4-kb transcript in round spermatids (O’Brien et
al., 1994). The shorter transcripts in germ cells contain the full-length coding
region present in the 2.4-kb transcript. By using probes for different regions of
the 3�untranslated sequence on northern blots, it was found that the 1.4-kb and
1.2-kb transcripts are produced by utilization of an alternate polyadenylation site.
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The difference in length of these two transcripts is due to a longer poly(A) tail
on the 1.4-kb transcript (O’Brien et al., 1994).

Alternate transcripts are present in other cell types but are particularly
abundant in male germ cells (reviewed in Eddy et al., 1993; Hecht, 1993; Eddy
and O’Brien, 1998). There are at least four reasons that alternate transcripts may
be beneficial to male germ cells. First, addition of new domains can expand the
function of the protein and allow it to perform germ cell-specific functions. An
example described previously is the proline-rich N-terminal domain that tethers
GAPDS to the fibrous sheath (Bunch et al., 1998). Second, removal of one
domain and replacement with another can change the distribution of the protein
within the cell. This occurs for HK-1 where the porin-binding domain that
usually targets the enzyme to mitochondria is lost and a germ cell-specific
domain is added (Mori et al., 1998), which presumably is responsible for HK1-S
being located mainly in the principal piece. Third, a long poly(A) tail often is
found on transcripts in postmeiotic germ cells for which there is a delay of
several days between transcription and translation. These transcripts undergo
shortening of the poly(A) tail coincident with becoming associated with poly-
somes and translationally active (Kleene et al., 1984). However, there are
substantial differences in this process between various germ cell transcripts
(Kleene, 1996) and it is unclear whether transcript shortening is a cause or an
effect of translational activation of stored mRNAs. Fourth, alternate transcripts
can arise by utilization of a promoter within an intron, resulting in a functionally
different protein in male germ cells than in somatic cells. Examples of this are the
truncated versions of angiotensin-converting enzyme (ACE) (Howard et al.,
1990) and calcium�2/calmodulin-dependent kinase IV (CaMKIV) (Means et al.,
1991) that are found only in male germ cells and have enzymatic properties
different from the longer forms.

4. Developmentally Regulated Gene Expression

The expression of many genes in male germ cells is developmentally
regulated during the meiotic and postmeiotic phases. This probably is true for all
germ cell-specific homologs, genes expressed only in male germ cells, and germ
cell-specific transcripts. However, many other genes that are developmentally
regulated in male germ cells are expressed in somatic cells as well (see reviews
by Willison and Ashworth, 1987; Eddy et al., 1991,1993; Wolgemuth and
Watrin, 1991; Hecht, 1993; Eddy and O’Brien, 1998).

Developmentally regulated gene expression in male germ cells may have
evolved by more widely expressed genes becoming restricted in expression to
male germ cells (McCarrey, 1994) or as the result of gene duplications or
swapping of exons between precursor genes. In either case, these genes would
need to incorporate promoters that drive their expression in male germ cells and
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not in other cells. Such promoters may have evolved from regulatory elements
for meiosis-specific genes conserved from ancestral unicellular organisms. In
addition, genes expressed in somatic cells also have undergone modifications to
become developmentally regulated in germ cells. Two possible ways this may
have occurred were either by incorporation of promoter elements regulating
developmental expression in germ cells or by utilizing unique transcription factor
combinations in germ cells that act through existing promoter elements. It is
notable that gene-targeting studies involving genes expressed in somatic cells
and germ cells often have found that the sole or major phenotype produced is in
germ cells (reviewed in Eddy, 1999). A gene does not have to be expressed only
in germ cells to be essential for germ cell development.

The regulation of transcription has not been studied in depth for any germ
cell-specific genes, mainly because permanent germ cell lines are not available
for use in conventional promoter-reporter assays. In lieu of this, transgenic mice
have been used for promoter mapping for some germ cell-specific genes.
Although this approach is cumbersome, the regions containing key regulatory
elements for germ cell-specific and stage-specific gene expression have been
delimited for several genes (Dix et al., 1996b; Iannello et al., 1997; Li et al.,
1998; Reddi et al., 1999).

A diverse group of transcription factors are expressed in male germ cells.
Some have been implicated in the transcriptional regulation of genes in specific
stages of spermatogenesis (see Famia et al., 1999; Daniel and Habener, 2000; Liu
et al., 2000; Han et al., 2001; and references therein). However, experimental
evidence is available for only a few demonstrating a specific role in germ cells.
One example is the Erg4 transcription factor. The only effect of a targeted
mutation in the Erg4 gene was disruption of male germ cell development during
the meiotic phase (Tourtellotte et al., 1999). Also, a knockout of the gene for
SPRM-1, a POU-homeodomain gene expressed only in male germ cells during
the postmeiotic phase, produced subnormal fertility (Pearse et al., 1997). In
addition, a germ cell-specific subunit of the general transcription factor TFIIA
was found to be upregulated in pachytene spermatocytes, along with several
RNA polymerase II and III factors (Han et al., 2001). This coordinated expres-
sion of general transcription factor genes was hypothesized to regulate a partic-
ular subset of genes in germ cells (Han et al., 2001). An interesting parallel is that
the general transcription factor TFIID is required for high level transcription of
a set of stage-specific and tissue-specific target genes during male germ cell
development in Drosophila (Hiller et al., 2001).

It has been recognized for nearly 20 years that activation of expression of
some genes occurs specifically during the meiotic or postmeiotic phases. More
recent studies indicate that developmentally regulated gene expression also
occurs during the mitotic phase. The use of library subtraction methods to
identify cDNAs present in a mouse primitive type A spermatogonia library led to
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the identification of 19 novel genes expressed only in the testis (Wang et al.,
2001). Seven of these appeared to be involved in transcriptional or post-
transcriptional regulation of gene expression. A relatively high fraction of these
genes mapped to the X chromosome. It was suggested that the X chromosome
has a pre-eminent role in male germ cell development that was acquired as the
X chromosome evolved from an autosome (Wang et al., 2001).

III. Interactive Regulation of Germ Cell Gene Expression

Sertoli cells are essential for germ cells to proliferate and to progress through
the phases of development. The general functions of Sertoli cells in these
processes are well known, such as dividing the seminiferous epithelium into
basal and luminal compartments and providing a suitable milieu within which
germ cell development occurs. In addition, Sertoli cells are more amenable to in
vitro study than germ cells. This has allowed the identification of a variety of
proteins that are synthesized and exported by Sertoli cells, at least some of which
are involved in the interaction with germ cells (Griswold, 1995,1998). However,
what role most of these proteins serve in regulating germ cell development
remains to be determined.

The relationship between germ cells and Sertoli cells is bi-directional. The
patterns of gene expression in Sertoli cells change as neighboring germ cells
progress through the stages of spermatogenesis (Zabludoff et al., 2001). This
suggests that one aspect of germ cell-Sertoli cell interactions involves diverse
signals coming from the associated cohort of germ cells to act on Sertoli cells and
cause changes in gene expression, which alters feedback signals that modulate
the intrinsic regulatory program driving germ cell development.

A. SERTOLI CELL EFFECTS ON GERM CELLS

Sertoli cells secrete more than 100 different proteins detectable by 2-D gel
electrophoresis of conditioned media from primary Sertoli cell cultures (see
reviews by Griswold, 1993,1998; Jégou, 1993; Dupaix et al., 1996), and
seminiferous tubule fluid has a 10-fold higher potassium concentration than
blood (Hinton and Setchell, 1993). Sertoli cell products for which the identity is
known include transport or binding proteins, proteases, energy metabolites,
components of the extracellular matrix and junctional complexes, and a variety
of factors that may influence germ cell division, differentiation, and metabolism
(Jégou, 1993). The factors include several cytokines, a variety of growth factors,
signaling molecules, bioactive peptides, and hormones (Griswold, 1993; Skinner,
1993). Although assumed to be involved in signaling from Sertoli to germ cell,
experimental evidence demonstrating effects on gene expression in germ cells
has been shown for only a few. Gene knockout studies have provided evidence
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that two factors produced by Sertoli cells – desert hedgehog (Dhh) (Bitgood et
al., 1996) and glial cell line-derived neurotrophic factor (GDNF) (Meng et al.,
2000) – are involved in signaling.

One of the receptors known to participate in Sertoli-to-germ-cell signaling is
the bi-functional insulin-like growth factor-II/cation-independent mannose
6-phosphate (IGF-II/M6P) receptor. This receptor is present on the surface of
spermatogenic cells and Sertoli cells secrete ligands for the receptor, including
IGF-II and 10 or more M6P-bearing glycoprotein ligands that remain to be
characterized (O’Brien et al., 1993; Tsuruta and O’Brien, 1995). Furthermore,
proliferin, leukemia inhibitory factor (LIF), and the precursor forms of trans-
forming growth factor beta (TGF�) are M6P-glycoprotein-containing growth
factors found in the testis and may act through the IGFII/M6P receptor on germ
cells. Addition of either IGF-II or of M6P-glycoproteins affinity-purified from
Sertoli cell-conditioned medium to isolated spermatogenic cells produces dose-
dependent increases in mRNA for the immediate-early gene c-fos and in rRNA
(Tsuruta and O’Brien, 1995; Tsuruta et al., 2000). This effect is seen in
spermatogonia (Tsuruta et al., 2000), spermatocytes, and round spermatids
(Tsuruta and O’Brien, 1995), indicating that interactions can occur between
M6P-containing ligands and germ cells in both the basal and luminal compart-
ments of the seminiferous epithelium, with the possibility that different ligands
are secreted into each compartment.

Another example of Sertoli-to-germ-cell signaling is provided by stem cell
factor (SCF) ligand and c-kit receptor interaction. The c-kit trans-membrane
tyrosine kinase receptor is present on spermatogonia (Manova et al., 1990;
Yoshinaga et al., 1991). Sertoli cells produce SCF (Rossi et al., 1991) and a
mutation in the Kit gene or in Kitl, the gene for SCF, disrupts male germ cell
development (reviewed in Besmer et al., 1993). SCF exists in two forms,
membrane-associated and soluble, and Sertoli cells predominantly produce the
membrane-associated form. This suggests that Sertoli cells communicate directly
with spermatogonia through the association between SCF ligand and c-kit
receptor.

B. GERM CELL EFFECTS ON SERTOLI CELLS

Addition of germ cells to Sertoli cell primary cultures can stimulate or
inhibit different Sertoli cell functions (Jégou, 1993; Dupaix et al., 1996). Some
of the germ cell factors that affect Sertoli cells are known to be proteins but have
not been identified. In addition, meiotic and postmeiotic germ cells produce the
growth factors �NGF (nerve growth factor), bFGF (fibroblast growth factor),
IGF-I, and TGF�; and the cytokines interleukin-1 (IL-1), interferon (INF), and
tumor necrosis factor alpha (TNF�) (reviewed in Skinner, 1993; Dupaix et al.,
1996; Gnessi et al., 1997) that are likely to signal Sertoli cells. A gene trap
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strategy to identify genes involved in signaling from germ cells to Sertoli cells
found that Fra1 mRNA was induced in Sertoli cells by addition of either round
spermatids or NGF to Sertoli cells. The NGF effect was mediated by the TrkA
receptor and the ERK1-ERK2 kinase pathway (Vidal et al., 2001). In addition,
mRNA differential display studies identified four genes that were upregulated
and three genes that were downregulated in primary Sertoli cells when cocultured
for 24 hours with germ cells. The same studies found that three genes were
downregulated in germ cells in the cocultures, demonstrating the reciprocal
nature of Sertoli and germ cell interactions (Syed and Hecht, 1997).

C. GERM CELL EFFECTS ON GERM CELLS

The effects of one population of germ cells on another is probably the least
understood and certainly the least studied of the interactive regulatory processes
of germ cell development. However, the results of loss-of-function and gain-of-
function studies provide indirect evidence of communication between different
populations of germ cells.

The bone morphogenetic protein 8B (BMP8B) is a member of the TGF�
growth factor superfamily and shows bimodal expression in developing germ
cells. It is expressed in spermatogonia at 1 week after birth but not in those cells
after BMP8A expression begins in round spermatids (Zhao et al., 1996). A
knockout of the Bmp8b gene caused two separate effects on gene cells: a failure
or reduction in proliferation that coincides with the early BMP8B expression and
delayed differentiation, causing a reduction in mitotic and meiotic germ cells.
BMP8B may act through two receptors that bind BMPs, ActRIIA, expressed
mainly in spermatogonia and early meiotic cells, and ActRIIB, expressed mainly
in pachytene spermatocytes and round spermatids. It was hypothesized that
BMP8B produced by round spermatids acts on primary spermatocytes to regulate
their survival and differentiation (Zhao et al., 1998).

The Bcl-2 family of proteins can have either positive or negative effects on
the regulation of apoptosis (Korsmeyer, 1995). BAX forms a heterodimer with
Bcl-2 and counters the apoptosis-repressing role of Bcl-2, thereby promoting
apoptosis. BAX is expressed at high levels in spermatogonia (Rodriguez et al.,
1997). Bax knockout mice are infertile, have atrophic testes, and lack sperm in
the epididymis (Knudson et al., 1995). The substantial increase in apoptosis that
occurs near the end of the mitotic phase is suppressed in Bax knockout mice. The
increased number of spermatogonia has a detrimental effect on germ cells in
other phases of spermatogenesis. Furthermore, transgenic mice that express high
levels of the apoptosis-inhibiting proteins Bcl-2 or BclxL in spermatogonia also
have increased numbers of spermatogonia and disrupted spermatogenesis (Fu-
ruchi et al., 1996; Rodriguez et al., 1997). In another study using the gene-
trapping procedure, a mutation was produced in the gene for Bclw, an apoptosis-
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inhibiting protein expressed during the postmeiotic phase (Ross et al., 1998).
This resulted in a block in germ cell development in late spermatids in juvenile
mice, followed by an increase in apoptosis in spermatocytes, which led to the loss
of spermatids and degeneration of the seminiferous epithelium. In each of these
transgenic or knockout mice, spermatogenesis was most affected in a phase of
germ cell development different from the phase when expression of a Bcl-2
family protein was altered. A common feature of these studies is that the ratios
between germ cells in mitotic, meiotic, and postmeiotic phases of germ cell
development were altered. This suggests that an imbalance in reciprocal signals
between germ cells that coordinate their development leads to disruption of
spermatogenesis.

D. BIOACTIVE PEPTIDES

The genes for many bioactive peptides, originally considered to be neuroen-
docrine regulators, as well as the genes for many of their receptors are expressed
in the testis. The peptides are produced in Leydig cells, Sertoli cells, peritubular
myoid cells, and germ cells, and often in more than one cell type. Germ cells
have been reported to have RNA or protein for the proenkephalin (pENK)
pituitary adenylate cyclase-activating peptide (PACAP), pro-opiomelanocortin
(POMC), and gonadotropin-releasing hormone (GnRH) peptides and gastrin-
related peptide (GRP) receptor (reviewed by Gnessi et al., 1997). A larger
number of peptides and receptors are present in the other cell types, perhaps
suggesting a major role of the peptides and receptors in coordinating the
activities of Leydig cells, Sertoli cells, and peritubular cells, and a lesser role in
germ cell interactions. However, germ cells contain RNA or protein for bFGF,
IGF-I, �-NGF and TGF growth factors, and the receptors for epidermal growth
factor (EGF)/TGF�, bFGF, stem cell factor (SCF), and IGF-I. This might
indicate that growth factors have a greater role than bioactive peptides in
regulating germ cells. The presence of growth hormone releasing hormone
(GHRH), growth hormone (GH), IGF-I, and IGF binding proteins in the testis
suggests an intra-testicular GH axis (DiMeglio et al., 1998). It is quite likely that
these and probably other peptides and receptors are part of the intratesticular
network that coordinates the biological activities of the various cell types but
how significant a role they play remains to be determined.

III. Extrinsic Regulation of Germ Cell Gene Regulation

The dogma has been that FSH and testosterone regulate spermatogenesis,
sometimes resulting in the view that germ cell development is a black box, with
hormones going in one end and sperm coming out the other end. However, it has
become increasingly apparent that FSH and testosterone do not regulate germ
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cell development but instead serve an important supportive role for this process.
FSH is not essential for spermatogenesis, as shown by the findings that male mice
with a knockout of the gene for FSH-� are fertile (Kumar et al., 1997) and that
men with an inactivating mutation in the FSH receptor had varying degrees of
spermatogenic failure but were not infertile (Tapanainen et al., 1997). In
addition, testis weight and epididymal sperm numbers were reduced in FSH
receptor knockout mice (Krishnamurthy et al., 2000) but males were fertile. It
has become apparent in the last 4 years that germ cell development is consider-
ably less dependent on FSH than was previously thought.

The other major player in the extrinsic regulation of germ cell development,
testosterone, is essential for this process. LH regulates the production of testosterone
by Leydig cells and testosterone acts through androgen receptors (ARs) in Sertoli
cells and peritubular cells to influence the Sertoli cell functions that support germ cell
development (reviewed by Sar et al., 1993). In the absence of LH, spermatogenesis
can be maintained by administering testosterone but not quite at the same level as in
the normal state (reviewed by Sharpe, 1994). There are several studies indicating that
androgen receptors are present in germ cells and several indicating that they are not.
However, it has been shown recently that if there are ARs in germ cells, they are not
essential for germ cell development. Using the germ cell transplantation technique,
germ cells from the testis of Tfm mice lacking functional androgen receptors but
carrying a LacZ transgene were transplanted into the testes of mice with functional
ARs. Colonies of donor-derived spermatogenic cells were seen in the seminiferous
tubules of recipient mice, indicating that mouse germ cells do not require functional
ARs to carry out spermatogenesis (Johnston et al., 2001).

Not all extrinsic regulators of germ cell development act through Sertoli
cells. Vitamin A is required for spermatogenesis. Vitamin A-deficient rats have
only spermatogonia and Sertoli cells in their seminiferous tubules. However,
treatment with retinol restores spermatogenesis in these animals (reviewed by
Kim and Akmal, 1996). The retinoid acid receptor (RAR)� is present in
spermatogenic cells (Wang and Kim, 1993) and the retinoid X receptor (RXR)�
is present in Sertoli cells (Kastner et al., 1996). These are members of the steroid
receptor superfamily and gene knockout studies have demonstrated that each is
essential for spermatogenesis (Lufkin et al., 1993; Kastner et al., 1996), strongly
suggesting that vitamin A may have direct effects on germ cell development and
function.

V. Conclusions

There is strong evidence that regulation of gene expression in male germ
cells is largely an independent process. Male germ cells carry their own marching
orders that have been refined and handed down over the millennia. Given the
appropriate environment, spermatogonial stem cells can do their job of producing
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spermatogonia and/or other stem cells. The spermatogonia proliferate, then
squeeze through a bottleneck where many die but some become spermatocytes.
These cells carry out the complex process of meiosis, an ancient series of events
that is good for the species but a dangerous prospect for the cell because of the
intentional DNA damage that occurs during recombination. The next hurdle is for
these cells to divide. Cell division is not an unusual process but germ cells make
it complicated by dividing twice without making new copies of their chromo-
somes.

The postmeiotic cells are responsible for synthesizing and assembling a host
of novel proteins that make up the sperm. Hidden away in the genome is a
curious group of genes that are quiescent through most of the lifecycle of the
organism. Only in spermatids do these genes become activated to carry out the
construction of a hydrodynamically specialized cell containing a payload of
tightly packaged DNA, an elaborate propulsion system, and special enzymes that
help deliver the DNA to the egg. Most, if not all, of these processes are the
responsibility of a program that operates without outside direction. Of course,
germ cells need considerable help from other cells for all of this to happen and
they are dependent on a remarkably complex support system. There is a hierarchy
of local to distant systems responsible for ensuring that germ cells have the
appropriate environment for producing the highly specialized cells necessary for
continuation of the next and future generations of the species.

Sertoli cells in particular provide essential and highly effective support that
is responsive and highly interactive, but not directive, for gene expression in
male germ cells. The major functions of the Sertoli cells are heavily influenced
by and dependent on other cells, particularly their neighbors, the peritubular
myoid cells and Leydig cells. The functions of Sertoli cells are also modulated
directly and indirectly by FSH, LH, and other hormones, whose influences range
from crucial to beneficial at different times during the development and function
of the seminiferous tubules. Although these extrinsic signals are of immeasurable
importance for establishing and maintaining the environment within which male
germ cells develop, it needs to remembered that they support, rather than
regulate, male germ cell development.
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ABSTRACT

Results from experiments using mouse models suggest that the role of follicle-stimulating
hormone (FSH) in spermatogenesis is the regulation of Sertoli cell proliferation and, ultimately, the
size and spermatogenic capacity of the testis. The regulation of the expression of the FSH receptor
(FSHR) gene is very cell specific and plays an initial role in the ultimate response of the Sertoli cells
to FSH. The extreme cell specificity and the importance of the FSH response to spermatogenesis have
led to an extensive characterization of the promoter of the FSHR gene. Several widely expressed
transcription factors – including USF 1 and 2, GATA-1, and SF-1 and potential elements such as an
E2F site and an Inr region – have been shown to contribute to the maximal transcription of the
transfected FSHR gene. However, these experiments have failed to provide clues as to the
cell-specific expression of the FSHR gene. In both cell transfections and in transgenic mice, the
promoter can direct expression of transgenes promiscuously. The rodent FSHR promoter contains
conserved CpG dinucleotides that were shown to be methylated in nonexpressing cells and tissue but
unmethylated in Sertoli cells. The methylated CpG sites could interfere with the binding of general
transcription factors and/or lead to a repressive chromatin structure in the nonexpressing cells. While
yet-undiscovered cell-specific factors may play a role in the expression of the FSHR gene, repression
and activation of local chromatin structure are likely to be involved.

I. Biology of the Follicle-stimulating Hormone (FSH) Receptor
in Spermatogenesis

The primary hormonal controls on spermatogenesis involve the action of
FSH and testosterone on Sertoli cells. Many of the studies examining the actions
of FSH have been done on cultured Sertoli cells from 10- to 30-day-old rats. The
Sertoli cells from rats of this age are easily placed in culture and respond to FSH
with increased levels of cyclic AMP (cAMP), increased protein synthesis, and
increased estradiol production (Fritzet al., 1976). As the age of the rat increases
to 40 days or more, the response of Sertoli cells both in culture andin vivo
changes. There is a large increase in the phosphodiesterase activity in the cells
and the accumulation of cAMP and the subsequent stimulation of specific protein
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synthesis are curtailed (Means et al., 1976; Griswold, 1993). Responses to FSH
in Sertoli cells from the adult rat are usually only measurable in the presence of
a phophodiesterase inhibitor. In other words, at least in some rodents, the
biochemical activities of FSH in the prepubertal animal appear to be assumed by
testosterone in the adult. These findings have led to considerable controversy
concerning the role of FSH in male reproduction (Zirkin et al., 1994).

In the past several years, some key experiments have clarified the overall
biological role of FSH in rodent testes. First, Handelsman and colleagues
administered testosterone alone to the gonadotropin-releasing hormone (GnRH)-
deficient mouse and showed that this treatment was sufficient for testicular
maturation and fertility (Singh et al., 1995). GnRH-deficient mutant mice treated
with testosterone implants had normal spermatogenesis but reduced testis size
and germ cell numbers. Second, in a parallel study the same group showed that
FSH treatment, in addition to testosterone treatment, resulted in GnRH-deficient
mice with quantitatively normal spermatogenesis and testes of normal size
(Singh and Handelsman, 1996). The exogenous FSH treatment increased testis
size by 43%. They concluded from these studies that FSH treatment during the
first 2 weeks of life increased Sertoli cell numbers and total sperm production by
the mouse testis. Third, it has been demonstrated that prepubertal treatment of
normal rats with additional FSH produced larger-than-normal testes and higher
total germ cell numbers (Meachem et al., 1996). Finally, several gene knockout
experiments have contributed to this issue. A FSH� gene knockout has resulted
in a line of mice where the males are fertile but have smaller-than-normal testes
and reduced germ cell numbers (Kumar et al., 1997). The FSH null mutants had
testes that were about half normal size and, at 6–7 weeks of age, the number of
epididymal sperm was reduced by 75%. Two groups have produced FSH
receptor null mice (FORKO) and have shown that while the males were fertile,
the size of the testis and the total number of sperm produced were decreased
significantly (Dierich et al., 1998; Abel et al., 2000). A FSH receptor null
mutation (566C3 T) has been reported in five male humans (Tapanainen et al.,
1997). The men showed variable degrees of spermatogenic failure but were
fertile. None of the five had normal sperm parameters and testicular size was
reduced but two of the men had fathered two children each.

The use of the mice with the null mutations in the GnRH and FSH genes and
the discovery of fertile men with inactivating mutations in the FSH receptor gene
have shown clearly that FSH is not required for fertility in mice or men.
However, these experiments also support the role for FSH in testis size and,
ultimately, in spermatogenic capability. In addition, there is some evidence that,
in the FORKO mice, the quality of the sperm produced is decreased (Krish-
namurthy et al., 2000). The proliferation of Sertoli cells is maximal in 20- and
21-day-old rat fetuses and declines steadily until the second week after birth,
when further cell division is rare (Orth, 1984). The role of FSH in the prenatal

130 LESLIE L. HECKERT & MICHAEL D. GRISWOLD



and newborn rat as a Sertoli cell mitogen is critical in the ultimate spermatogenic
capability of the testis. When cytosine arabinoside, an inhibitor of DNA synthe-
sis, was injected into testes of newborn rats, there was an overall 54% decrease
in the size of the Sertoli cell population in the subsequent adults but the ratio of
round spermatids to Sertoli cells was similar to controls (Orth et al., 1988). Thus,
the Sertoli cell population was limiting to overall sperm production and under-
scored the importance of FSH in the establishment of the number of Sertoli cells
and, therefore, the spermatogenic capacity of the adult (Orth et al., 1988).

II. The FSH Receptor (FSHR) Gene

The structure and organization of the FSHR gene was elucidated in both rats
and humans, revealing that the receptor is encoded within 10 exons spanning at
least 84 kb of DNA (Figure 1) (Heckert et al., 1992; Gromoll et al., 1996). The
first nine exons encode the large extracellular amino-terminal domain of the
receptor, while exon 10 encodes the transmembrane and intracellular portions of
the protein. Exons 2 through 8 are both similar in length (68–77 bp) and amino
acid sequence and, when aligned with each other, a similar repeated motif known
as a leucine-rich repeat emerges from the sequences (Sprengel et al., 1990;
Heckert et al., 1992). This motif, which is characterized by a pattern of
commonly positioned aliphatic amino acids (leucine, isoleucine, valine, and
phenylalanine), also was present in exon 9 but the sequence diverged from the
patterns observed in exons 2–8. Typically, leucine-rich repeats are involved in
cell-cell-specific adhesion and protein-protein interactions. With the FSH recep-
tor, these repeated units are known to be involved in hormone binding and
selectivity (Davy et al., 1977; Braun et al., 1991; Kobe and Deisendorfer, 1994).
Interestingly, this repeated motif is present in other receptors within the larger
superfamily of G protein-coupled receptors, of which FSHR is a member. This
includes the other two glycoprotein hormone receptors, luteinizing hormone
receptor (LHR) and thyroid stimulating hormone receptor (TSHR), and several
more recently described receptors. Together, they make up the growing family of
leucine-rich-repeat-containing, G protein-coupled receptors (LGRs) (Loosfelt et
al., 1989; McFarland et al., 1989; Parmentiar, 1989; Akamizu et al., 1990; Hsu
et al., 1998,2000).

Phylogenetic analysis of members within the LGR family identified three
subgroups in which one subgroup is made up of the glycoprotein hormone
receptors and the LRG receptors identified in sea anemone, Caenorhabditis
elegans, and Drosophila (Hsu et al., 2000). When the gene structures are
compared between family members, some striking similarities are unveiled,
indicating that a receptor gene identified in cnidarians (e.g., sea anemones, corals,
Hydra), the lowest animal group having a nervous system, and the mammalian
glycoprotein receptor genes are evolutionarily linked (Figure 1) (Vibede et al.,
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FIG. 1. Comparison of the gene structures for the glycoprotein hormone receptors and sea anenome receptor. Exons are depicted as boxes with
their number given below and their size in bp given above. Hatched boxes represent leucine-rich repeats and the black boxes, the seven
membrane-spanning domains. For the glycoprotein hormone receptor genes, the structures were derived from the rat FSHR (Heckert et al., 1992),
human TSHR (Gross et al., 1991), and rat LHR (Koo et al., 1991; Tsai-Morris et al., 1991). The gene structure for the receptor from sea anemone
was derived from studies by Vibede et al. (1998) (Accession nos. AF084384-AF084390).

132
L

E
SL

IE
L

.
H

E
C

K
E

R
T

&
M

IC
H

A
E

L
D

.
G

R
ISW

O
L

D



1998). While small differences in the number of exons exist among these
receptors, the general structure follows that described for FSHR, whereby the
leucine-rich motifs within the amino-terminal domain are encoded by multiple
small exons and the seven membrane-spanning, C-terminal intracellular domain
is encoded by the last and largest exon (Gross et al., 1991; Koo et al., 1991;
Tsai-Morris et al., 1991; Vibede et al., 1998). Of note, the phasing of the exons
within each of the genes is identical (i.e., they are all in phase 2). Thus, it appears
that the FSHR, TSHR, and LHR genes share a common ancestor that arose prior
to cnidarian evolution (Vibede et al., 1998).

III. Transcriptional Regulation of FSHR

A. TRANSCRIPTION FACTORS AND TRANSFECTIONS

The expression of FSHR is remarkably cell specific. It is found in testicular
Sertoli cells and ovarian granulosa cells, where receptor levels help determine the
physiological response to FSH by communicating the pituitary-derived FSH
signal to these cells in the gonads. The mechanisms that regulate FSHR gene
transcription are of interest because they not only provide insight into endocrine
regulation but also into cell-specific gene expression. Most of the data concerning
the expression of the FSHR gene were generated by evaluation of its promoter in
transient transfection assays and transgenic mice. While progress has been made
regarding the mechanisms that control basal transcription and regulation by the
hormone FSH, the mechanisms that drive cell-specific expression remain elusive.

Studies on the rat gene have provided the vast majority of information on
FSHR transcription and thus, for simplicity, we will review findings on the rat
promoter and add important detail and support from the other species where
appropriate. Alignment of the DNA sequences of the FSHR promoter regions
from rat, mouse, human, and ovine revealed a high degree of sequence conser-
vation spanning from the translational start codon to approximately 1050 bp
upstream (Figure 2) (Huhtaniemi et al., 1992; Gromoll et al., 1994; Sairam and
Subbarayan, 1997; Heckert et al., 1998). Thereafter, the sequence similarity
drops significantly. In the rat gene, transcriptional start sites were mapped to
positions �80 and �98 relative to the translational start codon (Heckert et al.,
1998) (Figure 2). These sites corresponded well to those identified for the human
gene but differed significantly from those originally reported for the mouse and
ovine genes, which were located at positions �534 bp and �163 bp, respectively
(Figure 2) (Huhtaniemi et al., 1992; Gromoll et al., 1994; Sairam and Sub-
barayan, 1997). Examination of the sequences within the proximal promoters
revealed that the FSHR gene is a member of a class of genes whose promoters
lack a canonical TATA motif. Different classes of TATA-less promoters have
been described and include the housekeeping genes, which are a groups of genes
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FIG. 2. Sequence comparison of the rat, mouse, human, and ovine FSHR promoter regions.
Aligned sequences of the FSHR promoter regions from rat, mouse, human, and ovine, including the
translational start site (�1) and approximately 500 bp upstream. Base positions are indicated in the
left margin and are relative to the translational start codon (ATG underlined), where adenosine is
represented as �1. Arrows indicate transcriptional start sites identified in each species. DNA
elements revealed as important for FSHR regulation are marked with a line over top of the sequence
(E2F, Inr, GATA, E box, and AP1 sites). Asterisks mark cytosines within the rat FSHR promoter that
were differentially methylated in nonexpressing and expressing cell types.
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that are constitutively active and ubiquitously expressed, and genes that are more
restricted in their developmental and tissue-specific expression patterns. The
FSHR gene more closely resembles the latter. Like the FSHR, genes that lack a
TATA motif often initiate transcription from multiple sites and employ an
initiator element (Inr) that assists in the positioning of RNA polymerase II
(Smale and Baltimore, 1989; Weis and Reinberg, 1992).

Characterization of the FSHR promoter by transient transfection analysis has
provided important insight into basal promoter function but revealed little with
regards to the mechanisms responsible for cell-specific expression (Linder et al.,
1994; Goetz et al., 1996; Heckert et al., 1998). Promoter evaluation in various
cell types, both FSHR expressing and nonexpressing, showed that the promoter
activity did not correlate with the cell’ s ability to express the endogenous FSHR
gene. Thus, in primary cultures of Sertoli cells, where the endogenous receptor
is actively expressed, promoter activity was only modestly higher than in some
nonexpressing cell types but lower than in others (i.e., the MA-10 Leydig cell
line). Thus, transient transfection analysis has failed to provide any clear-cut
evidence that the 5� flanking region of the rat gene imparts cell-specific expres-
sion. In part, this appears to be upheld in transgenic mice (see below).

Deletion and block-replacement mutagenesis have identified several impor-
tant response elements within the FSHR promoter region (Linder et al., 1994;
Goetz et al., 1996; Heckert et al., 1998). Promoters of various lengths have been
included in the studies on FSHR transcription, with the largest fragment spanning
out 5000 bp 5� to the start of translation (Linder et al., 1994; Heckert et al.,
1998). Promoter deletion studies showed that most, if not all, of the positive
regulatory elements participating in basal promoter function reside within the
first 200 bp of the promoter and suggested that repressor elements also contribute
to control of FSHR transcription. Accordingly, the FSHR promoter could be
deleted to approximately 200 bp upstream of the translational start site without
adversely impacting promoter activity when assayed in either primary cultures of
Sertoli cells or the mouse Sertoli cell line, MSC-1 (Linder et al., 1994; Goetz et
al., 1996; Heckert et al., 1998). In fact, promoter activity increased with some
deletions, suggesting that transcriptional repressors bind elements located be-
tween �5000 and �2700 and between �2700 and �200 bp. Similar transcrip-
tional increases were observed when the human and ovine promoters were
truncated to within a few hundred bp of the translational start site (Gromoll et al.,
1994). No further characterization of the potential repressor elements has been
reported.

Elements that have been identified in the regulation of FSHR include an E
box, AP-1 site, Inr, E2F site, GATA site, and two steroidogenic factor-1
(SF-1)-like binding sites (Figures 2 and 3) (Goetz et al., 1996; Heckert et al.,
1998; Kim and Griswold, 2001; Levallet et al., 2001). Extensive block replace-
ment analysis performed on the first 200 bp of the promoter revealed the E box,
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Inr, and E2F sites (Goetz et al., 1996; Heckert et al., 1998). A mutation through
the E box had the single greatest impact on rat FSHR promoter activity, while
more modest effects were observed with mutations in the E2F and Inr sites. In the
rat gene, the E box (5�-CACGTG-3�) is located at position �120 and shows a
high degree of sequence conservation with the other species. Except for the
human gene, which has a single G-to-A change at the first guanosine of the core
sequence (5�-CACGTG-3� to 5�-CACATG-3�), each of the core bases is con-
served across species (Figure 2). A requirement for the E box also was shown in
studies with the ovine promoter (Xing and Sairam, 2001). Mutagenesis of both
the core and flanking sequence of the E box revealed that a change in the core’ s
central CG dinucleotide (CACGTG) to either GC or GA diminished promoter
activity 60–80% but was tolerated to a greater extent than a change in the core’ s
flanking bases (5�-GGTCACGTGACTT-3� to 5�-GtaCACGTGtaTT-3�) (Heck-
ert et al., 1998). These studies also showed that the sequence difference within
the human E box had little impact on promoter function (Figure 2). Furthermore,
in vivo genomic footprinting revealed that the E box within the endogenous
FSHR gene is bound by proteins but only in cells that expressed the receptor
(Heckert et al., 2000).

DNA/protein binding analysis identified the ubiquitously expressed tran-
scription factors USF1 and USF2 as the predominant proteins binding the E box
in Sertoli cells and showed that the bases required for binding to the element
mirrored those needed for promoter activity (Figure 3) (Goetz et al., 1996;
Heckert et al., 1998). Direct functional support for the USF proteins in transcrip-

FIG. 3. Model for regulation of the FSHR promoter. Exon 1 of the FSHR gene is indicated as
a black rectangle; important regulatory elements are shown by shaded white rectangles. Straight
arrows indicate the transcriptional start sites. Regulatory elements, indicated below the depicted
promoter, are the Inr, GATA, and E2F sites, located within exon 1, and the E box, AP-1 site, and two
SF-1-like binding sites, SLBS-3 and SLBS-2, located within the promoter region. GATA-1 binds the
GATA site, the upstream factor (USF) proteins (USF1 and USF2) bind and activate transcription
through the E box, while SF1 induces FSHR transcription through the SLBS-2 and SLBS-3 elements.
Following binding to SLBS-2 and SLBS-3, SF-1 is postulated to interact either directly or indirectly
with the USF proteins, resulting in transcriptional stimulation. Activation of protein kinase A (PKA)
by cAMP interferes with the ability of SF1 to transactivate the FSHR promoter. In the absence of the
upstream SF-1 binding sites, cAMP stimulation results in the induction of cfos-containing complexes
that bind the AP-1 site and stimulate FSHR promoter activity.
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tional regulation of FSHR was obtained when co-transfection of wild-type or
mutant forms of the USF proteins with FSHR reporter constructs confirmed that
the USF proteins activated the FSHR promoter by binding the proximal E box
(Heckert et al., 2000). Furthermore, the first 40 amino acids of the USF proteins,
as well as regions encoded by exon 5 and the USF-specific region (USR), were
necessary for FSHR transcription. The observations that ubiquitously expressed
USF proteins regulate transcription through the E box and that the E box of the
endogenous FSHR gene is occupied by proteins only in cells that express the
receptor suggest that the chromatin structure in expressing cells somehow allows
access of the USF proteins to the E box, while, in nonexpressing cells, the
structure is different and nonpermissive for USF binding.

Like the E box, the E2F, GATA, and Inr sites were implicated in the
regulation of endogenous FSHR gene activity by in vivo genomic footprint
analysis (Kim and Griswold, 2001). In addition, these elements have been
examined on the FSHR promoter by mutagenesis and binding analysis but not as
extensively as the E box. In addition to the footprint analysis, the E2F site
(5�-TTTTCGCGC-3�), located from �38 to �46, was implicated by a block-
replacement mutation that encompassed the entire site as well as by more refined
mutations that specifically changed bases within the conserved element (Heckert
et al., 1998). Examination of the sequence of this element revealed that it is
significantly less conserved across species than the E box (Figure 2). The largest
impact of this element was observed with a mutation within the second GC pair
(underlined above), which decreased promoter activity to the same degree
(� 50%) as the full block-replacement mutant (Heckert et al., 1998). Interest-
ingly, the position of this dinucleotide is conserved in each of the four species
(Figure 2). While specific protein complexes were shown to bind the E2F site,
they do not appear to contain the E2F1 protein, as antibodies against this factor
failed to produce a supershifted complex (Griswold and Kim, 2001; Kim and
Griswold, 2001).

A role for the Inr was determined from analysis of 3� deletion mutants and
specific mutations within the element (Goetz et al., 1996; Heckert et al., 1998).
This region of the promoter encompasses both transcriptional start sites, spanning
from �103 to �80. Specific protein complexes were shown to bind this region
of the promoter and were competed by the well-characterized Inr from the
deoxynucleotidyltransferase gene (Goetz et al., 1996). Interestingly, mutation of
a GATA site located within this region significantly diminished FSHR promoter
activity, suggesting that a member of the GATA family of transcription factors
is important for FSHR promoter function (Kim and Griswold, 2001). In nuclear
extracts from Sertoli cells, the GATA-1 transcription factor was found to bind
this element, further supporting this suggestion. While GATA-1 binds within the
Inr region of the promoter, several other proteins that interact with this element
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remain unidentified and may also contribute to FSHR transcription (Kim and
Griswold, 2001).

Recently, studies on both the rat and mouse FSHR promoters demonstrated
that the orphan nuclear receptor SF-1 regulates transcription of the FSHR gene.
SF-1 is a key regulator of endocrine function and sex determination. Its expres-
sion is limited primarily to cells of the gonads, adrenal, pituitary, and ventral
medial hypothalamus, where it is thought to contribute to cell-specific properties
of genes expressed within these tissues (Hatano et al., 1994; Ikeda et al., 1994;
Ingraham et al., 1994; Shen et al., 1994; Morohashi et al., 1995; Roselli et al.,
1997). SF-1 is known to regulate transcription of several key steroidogenic
enzymes as well as genes involved in the production of the gonadotropin
hormones, including the luteinizing hormone (LH) � subunit, the GnRH receptor,
and the inhibin � subunit (Rice et al., 1991; Morohashi et al., 1992; Barnhart and
Mellon, 1994; Asa et al., 1996; Keri and Nilson, 1996; Caron et al., 1997; Duval
et al., 1997; Halvorson et al., 1998,1999; Dorn et al., 1999; Ngan et al., 1999;
Tremblay and Drouin, 1999; Wolfe, 1999; Wolfe and Call, 1999; Ito et al.,
2000). Identification of FSHR as a target gene for SF-1 regulation revealed yet
another level in which SF-1 acts to control endocrine homeostasis.

Transfection studies with both the mouse and rat FSHR promoters showed
that transcriptional activity increased substantially when co-transfected with an
expression vector for SF-1 (Heckert, 2001; Levallet et al., 2001). In the mouse
promoter, two SF-1-like binding sites (SLBS-2 and SLBS-3) (Figure 3) were
required for response to the orphan receptor. In the rat promoter, SF-1 response
was mapped to several regions upstream of �743 and within the first 200 bases
of the promoter. Within the latter region, the E box was shown to be critical for
response to SF-1, not only for the proximal promoter but also for response
generated through the upstream site(s). In the absence of SF-1 binding to the E
box, a role for the USF proteins in integrating the SF-1 response was implicated
and subsequently substantiated through co-transfection studies with mutant USF
proteins (Heckert, 2001). Notably, the requirement for USF in response to SF-1
was unique to the FSHR promoter, as USF levels in the cell did not influence
SF-1 activation of the equine LH� promoter. Unlike the mouse promoter,
upstream SF-1 binding sites were not identified in the rat gene but analysis of a
series of truncated promoters suggested that multiple response elements were
required in the upstream region.

Although the mechanisms by which SF-1 and USF cooperate to regulate
FSHR are not fully understood, the finding that these transcription factors act in
concert to activate transcription provides important insight into FSHR gene
regulation, the transactivation function of SF-1, and the expanding physiological
roles of SF-1 in the hypothalamic-pituitary-gonadal axis. Within this axis, SF-1
appears to regulate both FSH production and response. Thus, SF-1 can directly
influence FSH production in the pituitary through its regulation of the � subunit
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of the FSH regulatory protein inhibin. SF-1 can also influence FSH response in
the testis through its regulation of FSHR. Interestingly, activation of the inhibin
� subunit by SF-1 has been shown to dramatically increase in the presence of
activated protein kinase A (PKA), the major downstream effector of FSH action
in the gonads (Ito et al., 2000). Thus, increasing levels of FSH in the presence of
SF-1 should dramatically stimulate inhibin levels produced by the gonads, which
would then feed back on the pituitary to specifically decrease FSH production.
Remarkably, studies with the rat promoter revealed that activated PKA blocked
SF-1-stimulated transcription of the FSHR promoter (Heckert, 2001). Thus, with
SF-1 poised to regulate these two genes, FSH stimulation can lead to opposite
transcriptional effects, resulting in a rise in � inhibin and a fall in FSHR, a result
that would dramatically decrease FSH signaling in the gonads.

B. REGULATION BY CAMP

In males, FSHR mRNA levels are significantly reduced in response to FSH
or agents that stimulate the cAMP pathway (Themmen et al., 1991; Maguire et
al., 1997; Griswold et al., 2001). While earlier studies have suggested that
post-transcriptional mechanisms are responsible, two more recent experiments
implicate the involvement of transcriptional events (Maguire et al., 1997;
Griswold et al., 2001). These latter studies showed that the transcriptional
inhibitor actinomycin D blocked receptor mRNA downregulation and that FSHR
hnRNA decreased in the presence of FSH (Maguire et al., 1997; Griswold et al.,
2001). However, an FSHR promoter construct containing sequence from �383
bp to �1 bp was not negatively regulated by FSH treatment (Griswold et al.,
2001). In fact, promoter activity increased approximately three-fold in the
presence of FSH, an event that required an AP-1 site located at position �213 in
the promoter (Figures 2 and 3). The AP-1 element also was shown to specifically
bind FSH-induced protein complexes that contained the transcription factor
c-fos. While these studies did not resolve the mechanism by which FSHR
transcription is diminished by FSH, they did appear to rule out a role for the
transcriptional repressor inducible cAMP early repressor (ICER), which is also
known to bind the AP-1 site (Monaco et al., 1995; Griswold et al., 2001). As
mentioned above, a mechanism for the inhibitory effects of the cAMP pathway
on FSHR transcription was suggested recently by the observation that the SF-1
activation of the FSHR promoter was blocked when this pathway was stimulated
(Heckert, 2001). Thus, under conditions where SF-1 is activating the gene,
stimulation of the cells with FSH would result in decreased transcription.

C. TRANSGENIC MICE

Studies in transgenic mice have been used to help delineate the region of the
FSHR gene needed for cell-specific expression. In two separate studies, 5000 bp
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of the rat FSHR promoter were used to drive expression of a reporter gene, either
�-galactosidase or Cre recombinase, in transgenic mice (Linder et al., 1994;
Heckert et al., 2000). In the first study, �-galactosidase expression was measured
in various tissues by Northern blot analysis to help assess cell-specific expression
(Linder et al., 1994). In two independent transgenic lines, evaluation of liver,
thyroid, kidney, ovary, and epididymal RNA samples revealed that only testis
and ovary expressed the transgene. While the cell types expressing the transgene
were not determined, the results indicated that tissue-specific expression is
directed by the first 5000 bp of FSHR 5� flanking sequence, indirectly suggesting
that cell specificity is directed by this portion of the gene as well.

In the second study, Cre recombinase expression was evaluated by reverse
transcriptase polymerase chain reaction (RT-PCR) in RNA samples collected
from testis, ovary, heart, lung, liver, kidney, brain, bladder, stomach, spleen, and
eyes (Heckert et al., 2000). A second transgene containing only 198 bp of 5�
flanking sequence also was examined in this study. Of eight transgenic lines
examined, the 5000 bp Cre construct expressed in both testis and brain. Three of
these lines also had marked expression in other tissues. Further examination
revealed that testis expression of the transgene did not follow the same temporal
pattern as that of the endogenous FSHR gene in that it was not expressed at
postnatal day 10. Interestingly, the smaller �198 Cre transgene appeared to
better restrict expression, as three transgenic lines only expressed Cre recombi-
nase in the testis. However, like the 5000 bp Cre construct, no expression was
observed at postnatal day 10, despite expression of the endogenous FSHR gene.
Closer inspection of two of the �198 bp Cre lines revealed that testis expression
in mice either 27 or 50 days of age was mostly, if not entirely, due to
inappropriate expression in germ cells. Thus, the inaccurate temporal expression
of the transgenes and their expression in germ cells led to the conclusion that the
promoter sequences did not contain enough information to properly restrict or
express the receptor to Sertoli cells of the testis. It is important to note, however,
that examination of the cell types expressing the transgene was limited to studies
on the smaller construct, leaving open the possibility that Cre expressed from the
5000 bp promoter occurred within the Sertoli cells but later than that observed for
the endogenous gene. If true, this would indicate that different mechanisms
control early (embryonic/early postnatal) and late (postpubertal) expression of
the FSHR gene.

Studies on the luteinizing hormone receptor (LHR), a gene evolutionarily
linked to FSHR, provided support for this theory, as they implicated different
transcriptional mechanisms for early and late LHR expression (Hamalainen et
al., 1999). Transgenic mice carrying 2 kb of the murine LHR promoter exhibited
remarkable similarities to the FSHR transgenic mice. Thus, three out of five LHR
transgenic lines exhibited expression within the testis but failed to express in the
ovary, while all lines showed ectopic expression in the brain. Also of note was
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the finding that testis expression of the LHR transgene was not observed between
weeks 1 and 3 after birth but appeared at 5 weeks of age in both the germ cells
and Leydig cells. Because the transgene did not follow the temporal expression
of the endogenous gene, separate transcriptional mechanisms for early and late
expression were implicated. Further evaluation of the FSHR transgenes is
necessary to determine if this is true for FSHR too. Thus, while it is currently
unclear if elements sufficient for adult Sertoli cell expression of FSHR reside in
the 5000-bp promoter, we can conclude from these studies that the evaluated
promoters lack sufficient information to direct Sertoli cell expression in early
postnatal testis as well as the information needed to prevent expression outside
of this cell type.

IV. Role of Methylation and Chromatin Structure in
FSHR Expression

As described above, the region of the core promoter between �383 and �1
bp relative to the translational start site contains two Inr-mediated transcriptional
start sites, an E box, and several other sites involved in transcriptional regulation
of this gene. No cell-specific DNA-protein complexes have been found in the
FSHR promoter that could mitigate the extreme cell specificity of transcription
(Heckert et al., 1992,1998; Linder et al., 1994; Goetz et al., 1996). Reporter gene
assays driven by the rat FSHR promoter have shown that this region could
promote the promiscuous transcription of the gene in several cell lines in which
the expression of the endogenous FSHR gene was originally repressed (Linder et
al., 1994).

In mammals, DNA methylation patterns appear to play a critical role in
terms of gene regulation in differentiating and differentiated cells (el-Deiry et al.,
1991; Tate and Bird, 1993; Eden and Cedar, 1994). There is considerable
evidence that a variety of cell-specific genes have distinctive DNA methylation
patterns in expressing and nonexpressing cells, and undergo demethylation at the
stage of gene activation (el-Deiry et al., 1991; Eden and Cedar, 1994; Beard et
al., 1995; Nickel et al., 1995). The core promoter of the rat FSHR gene does not
contain CpG islands but does contain a few specific CpG dinucleotides that are
potential methylation sites (Heckert et al., 1992). Using bisulfite-based DNA
sequencing, seven specific CpG sites within the FSHR core promoter were shown
to be methylated in cells that did not express the gene and unmethylated in Sertoli
cells (Figure 2) (McGuinness et al., 1994; Griswold and Kim, 2001).

In addition, the mouse Sertoli cell line (MSC-1) derived from a testicular
tumor has an inactive FSHR promoter (McGuinness et al., 1994) and the inactive
state of transcription in MSC-1 cells correlated with the cytosine methylation of
the core promoter of the FSHR gene (Griswold and Kim, 2001). Treatment of
MSC-1 cells with 5-azacytidine (5-azaCdR) resulted in the demethylation of the
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mouse FSHR promoter and reactivated the transcription of the FSHR gene. The
drug 5-azaCdR is known to block DNA methylation in newly replicated DNA
molecules and has been used to activate silent genes in cells whose expression of
that gene is controlled by DNA methylation (Ottaviano et al., 1994; Bender et al.,
1998; Bovenzi et al., 1999).

DNA methylation in the proximal promoter could potentially lead to
regulation of the expression of the FSHR gene by directly interfering with or
changing protein-DNA interactions at those sites. This changed interaction
could lead to changes in transcription factor-DNA interactions or altered
chromatin structure. Within the 320-bp region of the rat FSHR core promoter,
four of the seven potential 5-methylcytosine residues are located within
known protein-DNA binding sites (Figure 2). The methyl group(s) within
cis-acting regulatory elements could interrupt the binding of trans-acting
factors to their target sites on the promoter. For example, DNA methylation
of the E box element (CACGTG, �124/�119) in the FSHR promoter region
inhibited the binding of nuclear extracts from Sertoli cells by 3.5-fold
(Griswold and Kim, 2001). It also is clear that cytosine methylation can exert
inhibitory effects through altering chromatin structure and not by inhibition
of the transcription machinery directly (Tate and Bird, 1993; Richardson and
Yung, 1999). A repressive chromatin structure can result from the recruit-
ment of histone deacetylases (HDACs) by methylated cytosine binding
protein (MeCP2) in nucleosomal DNA (Jones et al., 1998; Nan et al., 1998).
It is possible that the FSHR promoter is an example of a gene where CpG
methylation both inhibits transcription factor binding directly and promotes
the formation of a repressive chromatin structure.

The chromatin structure surrounding the proximal promoter in the rat
FSHR receptor has been examined in nucleosome reconstitution experiments
(M.D. Griswold, unpublished data). The proximal promoter was reconstituted
into nucleosomes using 319 bp and chicken erythrocyte histones. The
resulting nucleosomal locations were then mapped by hydroxyl radical
footprinting. Examination of the sequence in the core promoter reveals the
presence of possible strong nucleosome positioning sequences just 5� of the
E box. The hydroxyl radical footprinting showed that one nucleosome
positioned very tightly over the region of the promoter from approximately
�200 to �400 bp. The second nucleosome positioned very weakly over the
region from �100 to �100 and the E box appeared to be localized to the
linker region. The seven CpG methylation sites were positioned mainly
within the second nucleosome but results of reconstitution experiments with
promoter DNA where the CpG sites were methylated were unchanged from
the first experiment. These results lead to a model (Figure 4) whereby the
tightly positioned nucleosome helps to define the promoter site. The repressed
state of the promoter could be achieved when the methylated DNA binds
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methyl binding proteins and ultimately histone deacetylases and other tran-
scription inactivators. This binding activity could serve to fix the second
nucleosome located over the promoter region in place. In addition, methyl-
ation of the E box in the linker DNA and perhaps methylation of other sites
such as the E2F site could directly prevent binding of a transcription factor.
Activation occurs when the DNA is demethylated. Transcription factors
could then bind to the DNA and the second nucleosome could be displaced.

Altogether, the data on methylation and chromatin structure support the
notion that the transcription of the rat/mouse FSHR gene is regulated by
methylation/demethylation of CpG dinucleotides in the proximal promoter.
Although CpG dinucleotides are not abundant in the rat/mouse FSHR
promoter, DNA methylation at very specific sites within the promoter
correlated with gene inactivation. The maintenance of tissue specificity in
gene expression probably requires multiple mechanisms. Our studies support
the idea that DNA methylation plays a major role in this process in the
regulation of the rat/mouse FSHR gene. It is noteworthy that the proximal
231 bp of the promoter for the human FSHR gene, while 80% homologous to
the promoter for the rat/mouse gene in this region, lacks all of the seven
specific CpG sites and must be regulated by some other mechanism (Gromoll
et al., 1996).

FIG. 4. Positioning of nucleosomes over the proximal FSHR promoter. Nucleosomes were
reconstituted using 319 base pairs of the proximal FSHR promoter and chicken erythrocyte histones
(Reeves and Wolffe, 1996). The positions of the reconstituted nucleosomes on the FSHR promoter
were then mapped using hydroxyl radical footprinting (Tullius et al., 1987). The results from this
analysis are shown schematically. One nucleosome positioned very tightly over the region of the
promoter from approximately �200 to �400 bp, while the second nucleosome positioned very
weakly over the region from �100 to �100. The E box appeared to be localized to the linker region
and the location of the seven CpG methylation sites (*) are shown. The model suggests that the
upstream nucleosome positions the start site, while the nucleosome over the promoter is much more
mobile and can be displaced by demethylation and recruitment of the transcriptional machinery. The
methylation or demethylation of the CpG sites could ultimately determine the ability of cells to
express FSHR.
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ABSTRACT

A detailed understanding of the hormonal regulation of spermatogenesis is required for the
informed assessment and management of male fertility and, conversely, for the development of safe
and reversible male hormonal contraception. An approach to the study of these issues is outlined
based on the use of well-definedin vivo models of gonadotropin/androgen deprivation and replace-
ment, the quantitative assessment of germ cell number using stereological techniques, and the
directed study of specific steps in spermatogenesis shown to be hormone dependent. Drawing
together data from rat, monkey, and human models, we identify differences between species and
formulate an overview of the hormonal regulation of spermatogenesis. There is good evidence for
both separate and synergistic roles for both testosterone and follicle-stimulating hormone (FSH) in
achieving quantitatively normal spermatogenesis. Based on relatively selective withdrawal and
replacement studies, FSH has key roles in the progression of type A to B spermatogonia and, in
synergy with testosterone, in regulating germ cell viability. Testosterone is an absolute requirement
for spermatogenesis. In rats, it has been shown to promote the adhesion of round spermatids to Sertoli
cells, without which they are sloughed from the epithelium and spermatid elongation fails. The
release of mature elongated spermatids from the testis (spermiation) is also under FSH/testosterone
control in rats. Data from monkeys and men treated with steroidal contraceptives indicate that
impairment of spermiation is a key to achieving azoospermia. The contribution of 5�-reduced
androgens in the testis to the regulation of spermatogenesis is also relevant, as 5�-reduced androgens
are maintained during gonadotropin suppression and may act to maintain low levels of germ cell
development. These concepts are also discussed in the context of male hormonal contraceptive
development.

I. Introduction

Despite impressive technical advances in human reproductive medicine
(e.g., assisted reproductive technologies, new drugs, and recombinant hormones),
there remain many important questions about male fertility regulation. In the area
of spermatogenesis, such deficiencies exist in the areas of hormonal male
contraception, complete spermatogenic failure, damage from toxic/environmen-
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tal agents, and in understanding hypothalamo-pituitary-testicular relationships in
infertile or aging men.

We have focused on the hormonal regulation of spermatogenesis with a view
to testing, whenever possible, observations made in lower mammals (primarily
rodents) for their relevance to man. In this review, we will provide an overview
of the hormonal regulation of spermatogenesis in all these species, drawing
together common features and highlighting important differences, particularly in
regard to monkeys and man.

A. OVERVIEW OF THE HYPOTHALAMIC-PITUITARY-TESTIS AXIS

The production of spermatozoa (fertility) and the secretion of testosterone
(virility) by the testis are both dependent on stimulation by the pituitary
gonadotropins, follicle-stimulating hormone (FSH) and luteinising hormone
(LH), which are secreted in response to hypothalamic gonadotropin-releasing
hormone (GnRH). Testosterone (T), which is essential for the initiation and
maintenance of spermatogenesis, is secreted by the adult Leydig cell under LH
stimulation. Testosterone acts via androgen receptors (ARs) on Sertoli, Leydig,
and peritubular cells. The fact that T exerts its effects on somatic cells rather than
germ cells was highlighted by recent germ cell transplantation studies (Johnston
et al., 2001) in which spermatogonia from AR-deficient animals developed into
spermatozoa in wild-type recipients. FSH acts via specific G protein-coupled
surface receptors located exclusively on Sertoli cells. FSH has a key role in the
development of the immature testis, particularly by controlling Sertoli cell
proliferation (Orth, 1993). Following many conflicting data in animal and human
models, there is now general agreement that some degree of complete spermat-
ogenesis can be initiated and maintained in the apparent absence of FSH.
However, quantitatively normal spermatogenesis in adulthood is dependent on
FSH, certainly in man and monkeys. FSH secretion is regulated by negative
feedback from the testicular hormone, inhibin B, and through testosterone, either
alone or by its aromatisation to estradiol (Hayes et al., 2001).

B. OVERVIEW OF SPERMATOGENESIS AND
APPROACH TO ITS STUDY

Many in vitro and in vivo model systems have been used to study regulation
of spermatogenesis by FSH and T, each with varying strengths and weaknesses.
Often, reports using these models extrapolate the principle findings to other
species, with limited justification. In addition, conclusions may be affected by
whether the model system is one of congenital deficiency of hormone secretion
or action, as opposed to one involving spermatogenic restoration or maintenance
in adulthood. The degree of gonadotropin deficiency may be difficult to establish
due to the limited sensitivity of gonadotropin assays used in many test species.
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Finally, the descriptions of the changes in germ cell populations may be only
qualitative, while properly validated quantitative methods (stereological meth-
ods) are preferred. Before undertaking a review of the effects and sites of
hormone action on spermatogenesis, we will briefly highlight some aspects of the
underlying physiology and the approaches to its study.

Spermatogenesis involves four basic processes: spermatogonial develop-
ment (stem cell and subsequent cell mitotic divisions), meiosis (DNA synthesis
and two meiotic divisions to yield haploid spermatids), spermiogenesis (sperma-
tid development involving differentiation of head and tail structures), and
spermiation (the process of release of mature sperm into the tubule lumen). These
occur along similar lines in all mammals and are well described at the morpho-
logical level (Leblond and Clermont, 1952; Clermont, 1972; de Kretser and Kerr,
1988; Russell et al., 1990). In rodents and some primate species (e.g., Macaca
fascicularis), germ cell development occurs in orderly and recognizable cell
associations (or stages) along the seminiferous tubule, such that a single stage can
be seen within a tubule cross section (Russell et al., 1990). However, in humans
and some other primates (e.g., marmosets), the stages are arranged in an
intertwining helical pattern such that a single tubule cross section may have up
to six identified stages represented (Schulze and Rehder, 1984). Such an arrange-
ment makes the systematic stage-based counting of germ cell populations, as well
as the stage-specific detection of proteins or mRNA species of interest, difficult,
although possible.

C. THE STEREOLOGICAL APPROACH TO THE STUDY OF
SPERMATOGENESIS

Relative to primates, a greater range of experimental paradigms are available
in rodents for the study of the relative contributions of FSH and LH/T. The ease
of obtaining testicular tissue in lower mammals for quantitative analyses has
made it easier to ascribe specific FSH or T effects to particular stages or germ cell
types. To provide quantitative data on germ cell number, we have focused on the
use of unbiased stereological approaches, particularly the thick section optical
disector model, in combination with a systematic random sampling scheme (for
a review, see Wreford, 1995). This procedure involves the visualisation of
complete cell profiles in thick (25 �m) sections and has the particular advantage
of allowing assessment of irregularly shaped cellular forms, such as differenti-
ating spermatids and spermatozoa, which was not possible with earlier geomet-
ric-based methods. In our studies, we have expressed the data as germ cell
number per testis. In primates and man, where biopsies are normally used, data
are expressed on a per Sertoli cell basis, as the number of Sertoli cells does not
alter in response to hormonal manipulation in either primates (Zhengwei et al.,
1998c) or humans (Zhengwei et al., 1998b). The expression of data on a
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per-tubule cross-sectional basis is not appropriate as a general rule, as a reduction
in tubule volume is seen following hormonal withdrawal (Zhengwei et al.,
1998c).

Inherent in the interpretation of germ cell data derived by stereological
techniques is the knowledge that the duration of spermatogenesis under the
various treatments proposed is known and that it remains unchanged. Animal
models based on bromodeoxyuridine or tritiated thymidine labeling have been
used to determine the duration of the spermatogenic cycle in monkey and
humans. The duration of one cycle of the seminiferous epithelium is �10 days
in monkeys (de Rooij et al., 1986; Aslam et al., 1999) and 16 days in the human
(Heller and Clermont, 1963). Rodent, primate, and human data suggest that the
duration of spermatogenesis cannot be altered by modulation of the gonadotropin
environment (e.g., hypophysectomy) (Clermont and Harvey, 1965) or by GnRH-
antagonist treatment of rats or cynomolgus monkeys (Aslam et al., 1999). Our
studies in testosterone-treated cynomolgus monkeys suggest that stage frequency
(which approximates stage duration) is not affected by the resulting gonadotropin
suppression (O’Donnell et al., 2001a). Limited studies in man also suggest that
the length of the spermatogenic cycle is not affected by hormone treatment
(Heller and Clermont, 1964).

II. Models Used to Explore Rat Spermatogenesis

A. MODELS OF TESTOSTERONE DEFICIENCY

The concentration of testosterone in the rat testis is normally 50-fold higher
than that in serum. It exerts a biphasic effect on spermatogenesis by both
inhibiting and promoting the process in vivo, depending on the dose administered
(Walsh and Swerdloff, 1973; Sun et al., 1989; Zirkin et al., 1989). Administra-
tion of a low dose of T, often as 2.5- to 3-cm T-filled Silastic implants, in
combination with a low dose of estradiol (E) (0.1- to 0.4-cm implant, TE
implants) causes slightly supraphysiological circulating T levels that suppress
LH, but not FSH secretion (Awoniyi et al., 1989b,1990; McLachlan et al., 1994a;
O’Donnell et al., 1994). Accordingly this “TE model” is one of isolated LH/T
suppression, a response that is peculiar to rats, and a fact that underlies the very
different spermatogenic response to similar treatments in primates (see below).
Restoration of sperm production occurs in a dose-responsive manner by the
administration of higher doses of T (Awoniyi et al., 1989b,1990; McLachlan et
al., 1994a; O’Donnell et al., 1994).

The administration of TE implants to adult rats for 6–12 weeks causes the
suppression of testicular T levels to approximately 3% of normal (O’Donnell et
al., 1994,1999) and testicular elongated spermatid production ceases (McLachlan
et al., 1994a; O’Donnell et al., 1994). Quantitation of testicular germ cell
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populations during TE suppression and high-dose T restoration has allowed an
understanding of the sites of T action in germ cell development in the presence
of FSH (McLachlan et al., 1994a; Meachem et al., 1998). Using the optical
disector stereological approach, studies in TE-treated rats show that spermato-
gonia and early spermatocytes are suppressed to �80% of control, with less
suppression of pachytene spermatocytes in stages I-VIII (�60% of control) and
pachytene spermatocytes in later stages (�33% of control) (Figure 1) (Meachem
et al., 1997,1998). Early round spermatids in stages I-VII are suppressed
to �20% of normal, yet round spermatids in stage VIII are more markedly
suppressed to 5% of normal and elongated spermatids are undetectable
(Meachem et al., 1998). Spermatogenesis can be restored to near-normal levels
with the replacement of higher-dose T implants (McLachlan et al., 1994a).

FSH is also important in maintaining germ cell development in the TE
model. During the restoration of spermatogenesis using higher-dose T implants,
the co-administration of an FSH antibody (see section II-B) to suppress the action
of FSH results in significant reductions in various germ cells, most notably,
spermatocytes and early spermatids (Meachem et al., 1998). As will be discussed
below, there is evidence for complementary and synergistic effects of FSH and
T on germ cell development.

These stereological studies have identified a progressive decline in germ cell
number throughout spermatogenesis with T withdrawal. It has become apparent
that sperm release (spermiation) is also affected by this treatment; instead of
detaching from the epithelium, mature spermatids are retained by the Sertoli cell,
then phagocytosed and thus fail to spermiate. The appearance of mature sper-
matids retained within the seminiferous epithelium after hormone suppression is
well known (Russell and Clermont, 1977; Russell, 1991). We recently used TE
suppression and stereological techniques to quantify the extent to which sperm
fail to be released and showed that 16%, 45%, 70%, and 97% of sperm failed to
be released after 1, 2, 3, and 4 weeks of TE treatment, respectively (Saito et al.,
2000). After 6 weeks of treatment, however, earlier germ cell populations
decreased to a point where no elongated spermatids are produced and thus
disruptions to spermiation are not as evident in chronic suppression models
(Figure 1). Therefore spermiation failure is an early feature of gonadotropin
suppression in the rat (Saito et al., 2000), although is a feature of both acute and
chronic gonadotropin suppression in primates (Section III).

B. ACTIVE IMMUNISATION AGAINST GNRH OR GNRH ANTAGONIST
TREATMENT IN RATS

The loss of GnRH action following either of these modalities results in
severe combined FSH and LH deficiency, with serum FSH levels falling to below
the limit of assay detection and intratesticular T levels to �1–2% of control,
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FIG. 1. Comparison of germ cell populations in rats after long-term testosterone (T) suppression
or long-term suppression of both T and FSH. Germ cell development from immature spermatogonia
through to elongated spermatids is shown, together with stereological data on each germ cell
population. Germ cell numbers per testis were determined by the optical disector technique and are
expressed as a percentage of an untreated control group. Data were adapted from a previous study
(Meachem et al., 1998). The model of T deficiency utilised adult rats (n � 6) given 3-cm T and
0.4-cm E implants for 9 weeks to cause the suppression of LH to undetectable levels (O’Donnell et
al., 1994) and testicular T to �3% of controls (O’Donnell et al., 1994; Meachem et al., 1998). Serum
FSH levels in this model are either slightly or not significantly altered (O’Donnell et al., 1994,1996a;
Meachem et al., 1998). Thus, this is a model primarily of LH/T deficiency. The model of T and FSH
deficiency utilised adult rats (n � 6) administered a GnRH immunogen for 3 months to suppress LH
and FSH to undetectable levels (McLachlan et al., 1994b) and testicular T to �4% of controls
(Meachem et al., 1998). Abbreviations: A, type A spermatogonia; In, intermediate spermatogonia; B,
type B spermatogonia; Pl, preleptotene spermatocytes; L, leptotene spermatocytes; Z, zygotene
spermatocytes; PS I-VIII, pachytene spermatocytes in stages I-VIII; PS IX-XIV, pachytene sper-
matocytes in stages IX-XIV; rST I-VII, round spermatids in stages I-VII; rST VIII, round spermatids
in stage VIII; eST, elongated spermatids.
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resulting in severe spermatogenic impairment (Sinha Hikim and Swerdloff, 1993;
McLachlan et al., 1994b; Kangasniemi et al., 1995). While this may appear a
good model for the study of selective FSH and LH/T replacement, in rats, the
restoration of serum T by exogenous LH or T treatment also normalises serum
FSH (McLachlan et al., 1994b) by a direct action on pituitary FSH� secretion
(Wierman and Wang, 1990). Thus, to study the effects of LH/T on spermato-
genesis, simultaneous neutralisation of serum FSH must be achieved, such as by
passive FSH immunisation (Meachem et al., 1998). We have shown that passive
immunisation of adult rats with an FSH antiserum for 7 days by subcutaneous
(sc) daily injection at a dose of 2 mg/kg rat results in immunoabsorption and
neutralisation of at least 90% of circulating FSH, with no changes in serum or
testicular T levels. However, it cannot be ruled out that lower levels of
biologically active FSH are still circulating. Since rats rapidly develop neutral-
ising antibodies to the antisera using this approach, only short-term effects of
FSH withdrawal can be studied (i.e., �8 days).

Spermatogenic failure after GnRH immunisation is characterised by the
abolition of round spermatids beyond stage VII, with the numbers of earlier germ
cells being severely reduced (Awoniyi et al., 1989a; Sinha Hikim and Swerdloff,
1993; McLachlan et al., 1994b). Three months of GnRH immunisation results in
spermatogonial number being reduced to �50% of normal (Figure 1). Interest-
ingly, spermatogonial number does not fall further, suggesting that only part of
the spermatogonial population is regulated by gonadotropins, although it is
possible that residual FSH and testicular T may provide some support. Major
losses are also seen during spermatocyte development with early spermatocytes
(leptotene-zygotene), pachytene spermatocytes in stages I-VIII, and pachytene
spermatocytes in stages IX-XIV, with reductions to 45%, 13%, and 4% of
control, respectively (McLachlan et al., 1995; Meachem et al., 1998) (Figure 1).
Round spermatids are markedly reduced to �1% of control and elongated
spermatids are not seen. When compared to the TE model (LH/T deficiency),
there is a more-marked loss of spermatogonia and spermatocytes, probably due
to the effects of FSH withdrawal on spermatogonial proliferation/survival and
germ cell apoptosis in the GnRH-immunised model (Figure 1).

In GnRH-immunised animals, the spermatogenic process can be restored to
normal (Awoniyi et al., 1989a) or near normal by T treatment (24-cm Silastic
implants) (McLachlan et al., 1994b), as determined by elongated sperm content
of the testis. We have prevented the T-induced restoration of serum FSH levels
in GnRH-immunised rats by co-treatment with an FSH antiserum, thereby
enabling the study of the effects of T alone on the restoration of spermatogenesis
(Meachem et al., 1998). Treatment with FSH antiserum blocked the ability of T
to restore spermatogenic cell populations, suggesting that FSH is required for the
initial phase of spermatogenic restoration in adult rats following chronic gonad-
otropin suppression (Meachem et al., 1998).
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We have investigated the restorative effects of FSH on germ cell populations
by the administration of recombinant human FSH (rhFSH) after gonadotropin
suppression. It is clear from such studies that FSH plays a major role in
spermatogonial development, as FSH promptly restores spermatogonial number
to normal levels after 7 days, while a partial restoration of spermatocyte and
spermatid number was observed (Meachem et al., 1998). When rhFSH was
administered for up to 14 days, very few round spermatids underwent elongation
and mature, elongated (step 15–19) spermatids were almost never seen
(McLachlan et al., 1995), supporting the need for T in spermatid elongation.
Further studies are required to determine the long-term effects of FSH on
spermatogenic restoration but would require the availability of recombinant rat
FSH to counter the bioneutralisation of administered heterologous FSH.

In summary, chronic T � FSH suppression results in disordered spermato-
gonial development and disordered progression through meiosis and spermatid
development, with evidence for FSH-specific effects on spermatogonia and of
T-specific effects on spermiogenesis in stages VII-VIII.

C. MODELS EXPLORING THE ACUTE WITHDRAWAL OF HORMONES

Acute suppression models, such as hypophysectomy and GnRH antagonist
treatment, have also been useful in clarifying the effects of FSH and T on germ
cell development and have been used to demonstrate the role of these hormones
in the maintenance of germ cell viability. Acute gonadotropin suppression results
in germ cell death, particularly in stages VII and VIII (Russell and Clermont,
1977; Sinha Hikim and Swerdloff, 1993) via the apoptotic pathway (Sinha Hikim
et al., 1995; Sinha Hikim and Swerdloff, 1999). Apoptosis is particularly evident
in preleptotene and pachytene spermatocytes in stages VII-VIII, which would
account for the marked losses during spermatocyte development after chronic
suppression of either T alone or of FSH and T in rats (Figure 1).

It seems clear from various studies that apoptosis/viability of germ cells can
be regulated by FSH and/or T. Germ cell death/apoptosis can be prevented by
either T or FSH, with both hormones having a synergistic effect, suggesting that
germ cell death in the seminiferous epithelium is regulated by T and FSH via
similar pathways (Russell et al., 1987; Tapanainen et al., 1993; El Shennawy et
al., 1998). While acute FSH and T suppression certainly causes an increase in the
appearance of degenerating/apoptotic germ cells (Russell and Clermont, 1977),
this may or may not lead to significant changes to the viable cell population. For
example, 1 week of gonadotropin suppression induced by a GnRH antagonist
treatment caused significant decreases in germ cell numbers in stage VII (Sinha
Hikim and Swerdloff, 1993), yet 1 week of gonadotropin suppression induced by
TE treatment in combination with an FSH antibody did not produce a significant
fall in germ cells in this stage (Saito et al., 2000).
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Acute models of gonadotropin suppression have revealed that synergistic
effects of FSH and T are evident when one considers spermiation. We have
shown that suppression of either FSH or T for 1 week caused 10–15% of
spermatids to be retained. Yet, when both hormones were withdrawn, a more-
marked failure (50%) of spermiation was seen (Saito et al., 2000), suggesting that
spermiation is regulated by FSH and T, with both hormones having a synergistic
effect. Such studies support earlier observations on the ability of LH and FSH to
prevent the retention of mature spermatids (Russell and Clermont, 1977).

An important model to investigate the acute suppression of spermatogenesis
is the acute and selective disruption of FSH action in rats in vivo by immuno-
neutralisation of the FSH protein, which has enabled us to pinpoint sites in the
spermatogenic process that are sensitive to FSH withdrawal (Meachem et al.,
1999). We observed a time-dependent decline in early germ cell populations in
normal rats after FSH antibody (Ab) treatment, demonstrating that FSH plays a
major role in spermatogonial development, particularly in the maturation of type
A3/A4 spermatogonial subtypes. Loss of spermatocytes and spermatids after 8.5
days of FSH withdrawal demonstrated that FSH also supports germ cell matu-
ration in midstages of spermatogenesis (Meachem et al., 1999), probably by
supporting germ cell viability. As mentioned above, 15% of spermatids fail to
spermiate following 1 week of FSH Ab treatment (Saito et al., 2000). Thus, these
short-term studies highlight the importance of FSH for quantitatively normal
spermatogenesis. The precise mechanisms by which FSH acts on each phase of
germ cell development are yet to be elucidated.

D. OTHER EXPERIMENTAL PARADIGMS

While we have approached the issue of the regulation of spermatogenesis
using hormonal manipulation in adult rats, other approaches using congenital or
transplantation techniques have been described in the past 10 years that also
provide novel insights and are briefly described below for completeness. As with
all such models of congenital deficiency, they provide valuable insight into the
roles of the gonadotropins during sexual development and in the initiation of
spermatogenesis. Their utility in studying the control of spermatogenesis in the
adult, however, is reduced due to the likelihood of defects in reproductive
development during the fetal and postnatal period, which could confound
observations in adult animals.

Knockout mouse models have been produced for the key components of the
hypothalamo-pituitary-testicular axis, including the GnRH gene (hpg), FSH and
LH receptors, FSH and LH� subunits, estrogen receptors, and the aromatase
enzyme. The reproductive phenotypes of such transgenic animals have been the
subject of recent reviews and thus will not be considered here (Huhtaniemi and
Bartke, 2001; O’Donnell et al., 2001b). Germ cell transplantation models are
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based on the transplantation of spermatogonial stem cells from wild-type or
factor-deficient animals into infertile hetero- or homozygous recipients. This
innovative approach to the study of spermatogonia has been recently reviewed
(McLean et al., 2001; Meachem et al., 2001).

III. Models Used to Explore Human and Monkey Spermatogenesis

Exogenous T markedly suppresses both FSH and LH in primates and
profoundly impairs spermatogenesis, thereby providing a steroidal basis for male
hormonal contraception (see below). The addition of progestin also appears to
accelerate and perhaps augment the degree of gonadotropin withdrawal (Han-
delsman et al., 1996; Meriggiola and Bremner, 1997). Using ultra-sensitive
assays, serum LH is found to be �0.3% of control but FSH remains detectable
at 1–2% (Robertson et al., 2001). This residual FSH secretion appears to be
constitutive (i.e., GnRH independent). Exogenous T does not result in a resto-
ration of serum FSH as in rats; thus, both exogenous LH (in the form of human
chorionic gonadotropin (hCG)) and/or FSH can be administered to study their
effects on spermatogenesis (Matsumoto and Bremner, 1989). An interesting
difference exists between man and monkeys in regard to testicular T levels in
response to such treatment, as T levels fall to �2% of normal in human
(McLachlan et al., in press) but to only �25% of normal (and many-fold those
in serum) in monkeys (Weinbauer et al., 1988; Zhengwei et al., 1998c). This
implies a substantial degree of LH-independent androgen secretion in monkeys.

A feature of many T-based contraceptive formulations in man has been the
variable induction of azoospermia, ranging from 70 to 95%, depending on the
regimen and ethnic group under study (World Health Organization, 1990,1996;
Meriggiola et al., 1996; Martin et al., 2000). While sperm counts less than 3
million/ml may provide adequate contraception (World Health Organization,
1996), there is a general consensus that the reliable induction of azoospermia is
important to ensure contraceptive efficacy and the widespread acceptance of
male hormonal contraception. An understanding of the biological basis for the
variable response is essential to this goal.

In order to pursue these issues, we have undertaken a series of studies in man
and monkeys aimed at understanding which sites in spermatogenesis are affected
by gonadotropin withdrawal and whether various aspects of proposed contracep-
tive treatments could be modified to augment the degree of suppression. Broadly,
these studies have exploited paradigms similar to those being considered for
human clinical application. Overall, there are striking similarities between the
data from man and monkeys and several directions for further research have
emerged.
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A. PRIMATE STUDIES

The nonhuman primate is an excellent model of human spermatogenesis
sharing very similar hormonal dependencies and structural patterns. Studies are
very demanding and expensive but allow experimental paradigms not possible in
man (e.g., sequential testis biopsies). We have explored their use in studies aimed
at understanding the basis of hormonal contraception, namely, T treatment, either
alone or in combination with progestins.

1. Testosterone Treatment

We administered T to adult macaque monkeys using subcutaneous implants
for 20 weeks, which provide moderately supraphysiological serum levels in order
to suppress gonadotropins. Then, we determined germ cell populations using the
optical disector stereological method (O’Donnell et al., 2001a). In all animals,
the only acute decrease in germ cell numbers observed was a fall in A pale
spermatogonia to 45% of baseline within 2 weeks. The subsequent depletion of
later germ cells was manifest by a decline in type B spermatogonia (32–38%
baseline) and spermatocyte/spermatid numbers (20–30% baseline) after 14 and
20 weeks. While there was evidence of some minor losses of spermatocytes and
spermatids, the reduction in later germ cell types was primarily attributed to a
decrease in the conversion of type A pale 3 B spermatogonia. Type B
spermatogonia were more markedly suppressed in those animals becoming
azoospermic, compared to those who did not. Therefore, the conversion of type
A pale 3 type B spermatogonia may be a key point in determining the degree
of contraceptive efficacy.

A second observation was the abnormal retention of mature elongated
spermatids in some monkeys after long-term T administration (O’Donnell et al.,
2001a). The number of retained spermatids was negatively correlated with sperm
count in the ejaculate, suggesting that failure of spermiation contributes to the
extent of sperm count suppression during chronic T treatment in monkeys. Thus,
it is clear that both the inhibition of A pale and B spermatogonial development
and inhibition of spermiation are the major defects caused by long-term T
administration to monkeys. These observations align closely with those seen in
humans (see below) but show some differences compared to rodents (Figure 2).

A number of endocrine parameters were investigated as potential markers
that might differentiate animals that did or did not achieve azoospermia. Serum
bioactive FSH was found to be the only endocrine marker of this effect that was
significantly lower in azoospermic animals (A. Narula, Y.-Q. Gu, L. O’Donnell,
P. Stanton, D. Robertson, R. McLachlan, W. Bremner, submitted), which
correlated with the lower numbers of B spermatogonia in these animals
(O’Donnell et al., 2001a). These observations support a key role for FSH in
spermatogonial development and emphasize the need for FSH suppression in
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FIG. 2. Comparison of the progression of germ cells through spermatogenesis in rats (upper
panel), monkeys (middle panel), and men (lower panel) after 12–14 weeks of combined gonadotropin
(LH and FSH) suppression. Germ cell numbers were determined in whole testes in rats and in biopsy
material obtained from open testicular biopsies in monkeys and men, using the optical disector
stereological approach. Data were expressed on a per-testis or per-Sertoli cell basis. Data in rats are
modified from Meachem et al., 1998, in which adult Sprague Dawley rats (n � 6) were immunized
against GnRH for 12 weeks, the germ cell populations determined, and expressed as a percentage of
a control group of placebo-treated rats (n � 6). Data in monkeys are modified from O’Donnell et al.,
2001a, in which adult Macaca fascicularis (n � 9) were administered testosterone implants for 14
weeks. Germ cell populations were determined and expressed as a percentage of germ cells in
pretreatment biopsies. Data in humans are modified from our own data on men (n � 5) receiving
weekly injections of 200 mg T enanthate for 12 weeks. The germ cell data are expressed as a
percentage of an untreated control group (n � 5) (McLachlan et al., in press). Abbreviations: A, type
A spermatogonia; B, type B spermatogonia; PL-Z, preleptotene-zygotene spermatocytes;
PS, pachytene spermatocytes; rST, round spermatids; elST, elongating spermatids; eST, elongated
spermatids. The dashed line between elongated spermatids (eST) and sperm represents the difference
between the number of spermatids in the testis prior to release and the number in the ejaculate, in
order to provide insights into the possibility of spermiation failure. These data obtained for monkeys
and men after 14 and 12 weeks of gonadotropin suppression respectively, are comparable to the
extent of spermatogenic suppression in monkeys and men after 20–24 weeks of gonadotropin
suppression (Zhengwei et al., 1998b; O’Donnell et al., 2001a), and thus appear to represent
steady-state suppression.
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contraceptive regimens. A similar conclusion that FSH is an important factor in
spermatogenic inhibition in T-treated monkeys was recently drawn by Weinbauer
and colleagues (2001). Interestingly, in our study, serum inhibin B levels (a potential
marker of the Sertoli cell-spermatogenic relationship) declined to about 40% of
baseline but did not differ between azoospermic and non-azoospermic monkeys
(A. Narula, Y.-Q. Gu, L. O’Donnell, P. Stanton, D. Robertson, R. McLachlan,
W. Bremner, submitted). Testicular androgens also did not differ between groups.
However, it was noted that, despite a marked decrease in testicular T concentrations
after exogenous T administration, the levels of 5�-reduced androgenic metabolites
were maintained at control levels, suggesting an upregulation of the 5�-reductase
enzyme in the LH-deprived primate testis (see below).

2. GnRH Antagonist Treatment

Our studies of monkeys given a GnRH antagonist for 21 days revealed
similar spermatogenic sites for gonadotropin suppression, namely, the conver-
sion of type A pale 3 B spermatogonia and elongated spermatid retention
(Zhengwei et al., 1998c). This suggests that GnRH antagonist and moderately
supraphysiological T treatment have similar effects on primate spermatogenesis.

B. HUMAN STUDIES

1. Testosterone Treatment

Testosterone treatment only leads to azoospermia in �70% of normal men
and to variable degrees of oligospermia in the remainder. However, the basis of
this variable response is unclear (World Health Organization, 1990,1996; Han-
delsman et al., 1995). In order to ascertain the changes in germ cell populations
during T treatment, we undertook a stereological assessment of spermatogenesis
in men receiving the same contraceptive regimen as used in the WHO multicen-
tre trial (World Health Organization, 1990). Ten normal, fertile men, already
planning to undergo vasectomy, received T enanthate (200 mg intramuscularly
(im) weekly) for �20 weeks prior to testicular biopsy (Zhengwei et al., 1998b).
Type B spermatogonia fell markedly to 10% of the untreated control group and
later germ cell types to 11–18% of controls. Despite the presence of elongated
spermatids (0.6–20% of control) in the testis, four men became azoospermic.
Two T-treated subjects with similar early germ cell complements and elongated
spermatids numbers had sperm counts of �0.1 and 21 million/ml. The latter man
demonstrated marked variability in germ cell numbers between adjacent tubules.
Overall, we concluded that the principal spermatogenic lesion in T-treated men
is the marked inhibition of type A 3 B spermatogonial maturation, although
other sites were also affected, particularly the release of elongated spermatids. It
was also striking that a similar degree of gonadotropin withdrawal was associated
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with widely variable spermatogenic patterns, both between and within individ-
uals, the latter being evident in different histological patterns between adjacent
tubules, despite exposure to presumably an identical endocrine milieu (Zhengwei
et al., 1998b).

2. Testosterone � Progestin: Effects on Spermatogenesis and
Reproductive Endocrinology

We have also examined the proposition that the co-administration of a
progestin with T enhances the suppression of spermatogenesis. We hypothesised
that the greater speed and/or extent of suppression of germ cell number would be
correlated with an enhanced suppression of serum gonadotropins and/or testic-
ular androgens levels. Normal, fertile men received either T enanthate 200 mg im
weekly alone or in combination with the depot progestin, medroxyprogesterone
acetate (DMPA) (McLachlan et al., in press) for 2, 6, or 12 weeks prior to
stereological assessment of testis biopsy material. The inclusion of DMPA led to
a more rapid fall in serum FSH/LH levels, achieving nadir levels in about half the
time. Yet, the mean time to sperm count below 1 million/ ml (around 25 days)
and the maximum extent of FSH/LH suppression (mean serum FSH 1.2–1.6%,
and mean LH 0.2–0.3% of baseline) did not differ. In both groups, intratesticular
T levels declined similarly to �2% of control levels but, as in monkeys, the
testicular 5�-reduced androgens dihydrotestosterone (DHT) and 5�-androstane-
3�17�-diol (Adiol) did not fall significantly. The only difference in germ cell
numbers was seen at 2 weeks, when type B spermatogonia and early spermato-
cytes were significantly lower in the T enanthate � DMPA group, presumably
reflecting the lower gonadotropin levels at this time. In the longer term, a marked
inhibition of A pale 3 B spermatogonial maturation was seen, along with a
striking inhibition of spermiation, but no difference was seen in germ cell
suppression with or without DMPA.

In summary, it is clear that spermatogonial inhibition is a consistent feature
of both acute and chronic gonadotropin withdrawal in these contraceptive
models. However, spermiation inhibition is also striking within the first month of
treatment and appears to be a major determinant of sperm output. Despite marked
reductions in spermatogonia and subsequent germ cells, appreciable germ cell
development (10–30% of normal) continues even after long-term gonadotropin
suppression (Figure 2), in comparison to a similar milieu in rats. What factors
account for this? Androgen action may support some degree of germ cell
development by virtue of the persistence of testicular DHT and Adiol levels. The
fact that T administration with or without added progestin is associated with
measurable levels of FSH (Robertson et al., 2001) may suggest some FSH-
mediated maintenance of spermatogenesis. Yet, to date, a relationship has not
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been seen between the achievement of either azoospermia or oligospermia and
residual serum FSH levels in contraceptive trials (Handelsman et al., 1995).

IV. Current Studies Characterising the Mechanisms of Regulation of
Hormone-sensitive Sites in Spermatogenesis

The above studies on the role of FSH and/or T in the suppression and
restoration of adult rat spermatogenesis indicate that both hormones have
independent and synergistic effects on germ cell development. Our further
studies in primates and humans have demonstrated the relevance of several of
these processes – notably, spermatogonial development, sperm release, and
testicular androgen biosynthesis – to the contraceptive-treated man. The com-
parison between rat, monkey, and human spermatogenesis after long-term go-
nadotropin suppression reveals the similarities between monkeys and humans
and the similarities and differences between rats and primates (Figure 2). The
identification of hormone-dependent steps has led to further research into the
molecular mechanisms by which these processes are regulated. The next section
discusses the focus of our more recent work on specific processes in spermato-
genesis.

A. REGULATION OF SPERMATOGONIAL DEVELOPMENT

Spermatogonial stem cells provide a mitotically active lineage committed to
both differentiation and renewal of the stem cell population. Both stem cells and
differentiating spermatogonia are difficult to study due to their small populations
and the lack of morphological and biochemical/molecular markers for identifying
their various developmental phases. To date, their basal position and nuclear
morphology, together with their stage associations, are the main features used to
distinguish each spermatogonial subclass. Three models of spermatogonial re-
newal have been proposed in rodents (Meistrich and van Beek, 1993), with four
subclasses of rat type A spermatogonia (denoted A1–4) as well as intermediate
and type B spermatogonia (Clermont, 1972). In the monkey and human, there are
two morphologically distinct type A spermatogonial subtypes, A dark (Ad) and
A pale (Ap), as well as type B spermatogonia (Clermont, 1972) (Figure 3). Type
Ap are proposed to divide to give rise to type B as well as to renew their own
population (Clermont, 1969; van Alphen et al., 1988a,b; Schlatt and Weinbauer,
1994). Type Ad are considered to be the nonproliferative reserve spermatogonial
population (Clermont, 1969; van Alphen et al., 1988a,b; Schlatt and Weinbauer,
1994) that may be able to undergo transition to Ap following testicular insult,
thereby allowing repopulation of the testis (van Alphen et al., 1988a,b). Ap have
been suggested to be the true stem cell of the testis because Ap (not Ad) are seen
in humans after radiation (Schulze, 1979), after long-term estrogen therapy, and
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FIG. 3. Hypothesis of the effects of gonadotropin suppression on spermatogonial subtypes in
primates. There are three subtypes of spermatogonia, type A pale (Ap) and A dark (Ad) spermato-
gonia and type B spermatogonia. Ap spermatogonia divide in the later stages of the spermatogenic
cycle to produce type B spermatogonia as well as to renew their own population (indicated by the
branched arrow). It is likely that different subtypes exist within the Ap category. Since a proportion
of Ap spermatogonia are considered to be the true “stem cells” of the testis, there must be
subpopulations of stem cell Ap spermatogonia as well as Ap spermatogonia that will give rise to B
spermatogonia. Ad spermatogonia rarely divide and are considered to be “ resting” or “ reserve” stem
cells. Type B spermatogonia are produced from the final mitosis of Ap spermatogonia and thus are
considered as committed to differentiation. Type B spermatogonia then undergo a series of mitotic
divisions (indicated by the branched arrow) before entering meiosis. It should be noted that the exact
number of divisions is not indicated. Gonadotropin suppression, in which FSH, LH, and testicular T
are suppressed, produces changes in these spermatogonial subtypes. However, in these suppression
models, it is not possible to dissect the specific effects of each hormone (see section IV-A). Our data
in monkeys and men suggest that gonadotropin suppression causes the “ transdifferentiation” of Ap
to Ad spermatogonia (dashed arrow), since increases in Ad and decreases in Ap are evident.
Gonadotropin suppression also causes an inhibition of the final mitosis of Ap to B spermatogonia,
which then leads to decreases in B spermatogonial numbers. This disruption of the final mitosis of
Ap spermatogonia may also explain the fact that Ap spermatogonial number decrease with increasing time
of gonadotropin suppression. There is evidence for FSH-specific effects (indicated by the arrow) on both
the division of Ap into B spermatogonia and within the type B spermatogonial population (see section
IV-A). This diagram shows primate (Macaca fascicularis) spermatogonia but is applicable to human
spermatogonia. We believe it is likely that some species differences exist in the relative sensitivities of
each spermatogonial type to gonadotropin/FSH suppression (see section IV-A).
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in the postpubertal cryptorchid testes (Schulze, 1981). Various studies have
suggested that Ap can undergo transition without division into Ad (Fouquet and
Dadoune, 1986; van Alphen et al., 1988a,b).

Following FSH/LH withdrawal, type Ap spermatogonia are the first cells to
decrease in monkeys, followed by a subsequent decrease in B spermatogonia
(O’Donnell et al., 2001a). In man, type B spermatogonia are the first cells to
decrease, followed by decreases in type Ap (McLachlan et al., in press). The
basis for this species difference is unclear but may relate to different sensitivities
of Ap and B spermatogonia to gonadotropin suppression. The fall in the num-
ber of type B spermatogonia could be due to an inhibition of Ap spermatogo-
nial mitosis, such as was demonstrated in GnRH antagonist-treated monkeys
(Schlatt and Weinbauer, 1994), or by a direct effect on B spermatogonial mitosis
(Figure 3).

Studies in cynomolgus monkeys showed that short-term (i.e., 2 weeks) T
administration caused a decrease in type Ap spermatogonia, an increase in Ad
spermatogonia, while type B spermatogonia were unchanged (O’Donnell et al.,
2001a). This suggests gonadotropin withdrawal results in type Ap spermatogonia
ceasing to proliferate into B spermatogonia but instead differentiating into Ad
spermatogonia (Figure 3), as has been suggested by others (Fouquet and
Dadoune, 1986). Studies in rhesus monkeys have shown decreases in Ad
spermatogonia and increases in B spermatogonia in response to FSH treatment in
juvenile monkeys (Ramaswamy et al., 2000b) or in response to the FSH rise
induced by unilateral castration (Ramaswamy et al., 2000a). These data support
our contention that Ap spermatogonia can produce B spermatogonia upon
gonadotropic (presumably FSH) stimulation but can be shunted to “ resting” Ad
spermatogonia in the absence of such stimulus (Figure 3). Our studies on
T-induced gonadotropin suppression in monkeys and man do not allow us to
dissect out the relative effects of FSH versus LH/T suppression on spermatogo-
nial subtypes in these species. However, other studies have administered FSH to
monkeys to show that FSH alone can increase B spermatogonia (van Alphen et
al., 1988c; Marshall et al., 1995; Ramaswamy et al., 2000b), suggesting that
some or all of the effects of gonadotropin suppression on spermatogonia is due
to the loss of FSH (Figure 3). Certainly, our data in rats would suggest that
spermatogonia are regulated primarily by FSH (McLachlan et al., 1995;
Meachem et al., 1998,2001).

In fact, there has been little support for the notion that sex steroids or Leydig
cell factors stimulate spermatogonial development. In the rat, we found no
evidence that T supports spermatogonial development after long-term gonado-
tropin depletion (Meachem et al., 1997,1998). Conversely, we have suggested
that high serum T levels produced by exogenous T administration inhibits the
restoration of spermatogonial number (Meachem et al., 1997,1998). Consistent
with this, others have provided evidence that high testicular T levels are
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detrimental to spermatogonial development (Meistrich and Kangasniemi, 1997)
and that suppression of testicular T levels is required to promote spermatogonial
development in the irradiated rat and in the juvenile spermatogonial depletion
(jsd) mutant mouse (Matsumiya et al., 1999).

B. THE REGULATION OF SPERMIOGENESIS

Several studies have demonstrated that T is critical for spermiogenesis
(Awoniyi et al., 1989b; Sun et al., 1989; McLachlan et al., 1994a; O’Donnell et
al., 1994). As described in Section IIA and Figure 4, suppression of intratestic-
ular T levels impairs the conversion of step 7 3 8 round spermatids due to the
premature detachment of step 8 round spermatids from the epithelium. These
cells are subsequently found in the epididymis, where they degenerate
(O’Donnell et al., 1996a). Based on these data, we (McLachlan et al., 1996;
O’Donnell et al., 1996a) and others (Cameron et al., 1993) have hypothesised
that androgens regulate adhesion between Sertoli cells and step 8 round sperma-
tids, either via effects on the cell adhesion molecules (CAMs) located between
the two cell types, or on the intracellular junctional apparatus located in the
Sertoli cell.

FIG. 4. Diagram of the effects of testicular testosterone (T) suppression by TE treatment on the
association between step 8 round spermatids and the seminiferous epithelium. Testicular T suppres-
sion causes step 8 round spermatids to lose their attachment from the Sertoli cell (SC) within 3 weeks
of testicular T suppression. The round spermatids proceed to the epididymis, where they degenerate
(O’Donnell et al., 1996a). Thus, round spermatids prematurely detach and are unable to complete
their elongation into the mature spermatid form, as indicated by the cross. This detachment can be
reversed by 4 days of high-dose T replacement (O’Donnell et al., 1994).
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The contribution of FSH to round spermatid adhesion in this rodent model
is expected to be permissive rather than regulatory, as FSH levels remain near
normal in the above rodent model. However, it is well known that the intracel-
lular organisation of various Sertoli cell cytoskeletal proteins is FSH dependent
(Muffly et al., 1994). In vitro evidence has shown that FSH as well as T is
required for adhesion between rat Sertoli cells and purified round spermatids
(Cameron and Muffly, 1991; Perryman et al., 1996).

Coincident with the appearance of step 8 round spermatids in the normal
epithelium is the formation of an adjacent specialised Sertoli cell junctional
apparatus called the ectoplasmic specialisation (ES) (see Vogl et al., 2000, for a
recent review), which remains during the elongation process and is removed just
prior to spermiation. The ES comprises the Sertoli cell plasma membrane, a layer
of hexagonally packed, noncontractile actin filaments and an underlying endo-
plasmic reticulum (Russell et al., 1988; Vogl et al., 2000). The ES is a
hormone-sensitive structure, as it is disorganised in hypophysectomised adult rats
(Muffly et al., 1993) and can be restored by treatment with FSH (Muffly et al.,
1994). We postulated that the detachment of step 8 round spermatids when
testicular T levels are low may have been due to the absence of the ES but have
recently found that the actin-containing intracellular domain associated with the
ES remains qualitatively normal under these circumstances (O’Donnell et al.,
2000). This evidence suggests that the androgen-dependent lesion leading to
detachment of step 8 round spermatids may lie in the intercellular CAM domain.

Despite extensive morphological data describing the ES, little is known
about the identity(ies) or regulation of CAMs at this junction. Linkages between
Sertoli cells and the spermatid acrosome have been observed by electron
microscopy (Russell et al., 1988), which presumably contribute to a strong
adhesive domain as mechanical disruption of the seminiferous epithelium results
in spermatids with attached fragments of Sertoli cell cytoplasm containing ES
(Romrell and Ross, 1979). One candidate CAM is �6�1-integrin, which has been
immunolocalised to the junction between Sertoli cells and both round and
elongating spermatids (Palombi et al., 1992; Salanova et al., 1995; Mulholland
et al., 2001) and may be involved in a signaling complex with integrin-linked
kinase (Mulholland et al., 2001). Other data support an involvement for CAMs
from the cadherin (Byers et al., 1994; Wine and Chapin, 1999) and protocadherin
(Johnson et al., 2000) families. We have demonstrated that N-cadherin produc-
tion by Sertoli cells in vitro is dose dependent for T in the presence of FSH
(Perryman et al., 1996). As an N-cadherin-specific antibody will also block
androgen-stimulated adhesion between Sertoli cells and isolated round sperma-
tids in vitro (Perryman et al., 1996), N-cadherin may be one of the CAMs that
subserves this process. Proof of the importance of the androgenic regulation of
CAM function in round spermatid adhesion in vivo is lacking. However, we have
recently demonstrated that the mRNAs for �1-integrin, N-cadherin, and �-cate-
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nin are all significantly upregulated by T replacement in the rat model (P.G.
Stanton, N.F. Cahir, L. O’Donnell, D.M. Robertson, unpublished data), high-
lighting their potential significance.

In contrast to the T-deficient rat, there is no evidence to support a major
midspermiogenic lesion in monkeys or man following suppression of gonado-
tropins (Zhengwei et al., 1998b,c; O’Donnell et al., 2001a) (Figure 2). Although
some round spermatids are seen in ejaculates of men following gonadotropin
withdrawal, their number is low and does not correlate with the rapid fall in
sperm count (Zhengwei et al., 1998a). However, it is important to note that T
treatment suppresses both LH and FSH in man, a situation that is analogous to
the GnRH-immunised rat, where spermiogenesis is fully suppressed prior to the
production of step 8 spermatids (see Figures 1 and 2). Against this background,
an appreciable degree of step 8 round spermatid detachment would not be
apparent.

C. THE COMBINED ROLE OF FSH AND TESTOSTERONE IN THE
REGULATION OF SPERMIATION

Although normal spermiation is clearly important for determining the sperm
output from the testis, relatively little is known of the molecular control of this
process. Immunocytochemical localisation studies have revealed the presence of
several cell adhesion molecules and their associated proteins encompassing the
spermatid head prior to release, such as N-cadherin and catenin (Wine and
Chapin, 1999), �1-integrin (Palombi et al., 1992; Salanova et al., 1995; Mul-
holland et al., 2001) and its associated kinase integrin-linked kinase (ILK)
(Mulholland et al., 2001). Other cytoskeletal and signaling molecules are present
in the Sertoli cell at this stage (Wine and Chapin, 1999), which may be important
in the control of adhesion between the spermatid and the Sertoli cell as well as
for the subsequent disengagement of the spermatid during spermiation. Several
lines of data suggest that sperm release is mediated by the Sertoli cell and that
FSH and T activate similar pathways. These include 1) spermiation in rats in vivo
appears to be regulated synergistically by FSH and T (Saito et al., 2000); 2) only
Sertoli cells contain the receptors for these hormones; and 3) mature elongated
spermatids are transcriptionally inactive.

Given that little is known of the molecular processes controlling normal
spermiation, the regulation of spermiation failure is equally unclear. Marked sper-
miation failure occurs within a matter of days after hormone suppression, suggesting
that the loss of FSH and T action on Sertoli cells either results in the loss of a
“spermiation signal” and/or the initiation of processes required for spermatid reten-
tion. The fact that spermatids and Sertoli cells seem to interact via CAMs, and that
most of the morphological events leading up to spermatid disengagement appear
relatively normal on light microscopy during spermiation failure (A. Beardsley,
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L. O’Donnell, unpublished data), leads us to speculate that it is the actual disengage-
ment (i.e., loss of adhesion) process that is impaired during spermiation failure, as has
been speculated by others (Wine and Chapin, 1999).

Thus, it seems that the Sertoli cell fails to release the spermatid and
phagocytosis then follows. Our efforts are now focused on characterising the
changes in the expression, localisation, and phosphorylation status of putative
spermiation-associated molecules, including CAMs, related downstream signal-
ing molecules and kinases, both in normal rats and in those in which spermiation
failure has been induced.

Further studies on the hormonal regulation of spermiation in humans are
necessary to understand the relative sensitivities of this process to FSH and T
suppression and whether various contraceptive regimes have differential effects
on spermiation. The hypothesis that more profound suppression of gonadotropins
would be more likely to lead to spermiation failure is supported by studies using
combined T plus progestin contraceptive regimes in which the rapid suppression
of sperm counts (�6 weeks) was seen (Meriggiola et al., 1996). It remains to be
seen whether spermiation failure contributes to the heterogeneity in the suppres-
sion of sperm counts: Do men who remain oligospermic do so because spermi-
ation failure does not occur? Further consideration ought be given to contracep-
tive formulations that target spermiation in humans, as they may provide more
rapid and effective suppression of sperm count.

D. THE ROLE OF 5�-REDUCED ANDROGENS IN
REGULATING SPERMATOGENESIS

Our previous studies (O’Donnell et al., 1999) showed that blockade of
androgen action in the testis by the administration of the AR antagonist,
flutamide, increased the production of testicular 5�-reduced metabolites, such
that a significant increase in the concentration of testicular DHT and Adiol was
observed, compared to vehicle-treated animals. This increase in 5�-reduced
metabolites occurred in the absence of changes in testicular T or serum LH,
suggesting that T may negatively regulate the 5�-reductase (5�R) enzyme. This
was particularly interesting in view of the fact that exogenous T treatment to
monkeys and men causes a marked decrease in testicular T levels, yet a
maintenance of testicular 5�-reduced androgens (see section III). These studies
prompted further examination of testicular 5�-reductase expression and regula-
tion.

Two 5�R genes – termed type 1 (5�R-1) and type 2 (5�R-2) – have been
identified in humans and rats (for a review, see Russell and Wilson, 1994). 5�R-1
has a micromolar affinity for steroid substrates and a broad neutral pH range of
activity, whereas 5�R-2 has a nanomolar affinity for steroid substrates and
optimum activity at pH 5.0 (Normington and Russell, 1992). The cellular site and
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type of 5�R isoform expressed in the rat testis is unclear, with conflicting
evidence to show that either 5�R-1 or 5�R-2 is the predominant enzyme
expressed in the testis (Normington and Russell, 1992; Viger and Robaire, 1995).
Our studies show that both isoenzymes are present in the testis but that 5�R-1 is
the predominant form (Pratis et al., 2000).

To examine the role of the 5�R in the regulation of rat spermatogenesis, we
studied the restoration of spermiogenesis following T treatment in the presence
or absence of a 5�R inhibitor. When submaximal levels of T were administered
(�10-cm implants), the co-treatment with a 5�R inhibitor impaired the restora-
tion of step 8 round spermatids (O’Donnell et al., 1996b) and, subsequently, the
production of mature spermatids (O’Donnell et al., 1999).

In humans, there is evidence to suggest that the inability of T-based
contraceptive regimens to consistently reach azoospermia is due to differences in
5�R activity between subjects. Anderson and colleagues (1996) showed that, in
response to T enanthate, plasma DHT levels increased in men, compared to
pretreatment. Interestingly, plasma DHT levels in men achieving oligospermia
were significantly greater than those men who achieved azoospermia, despite no
differences being seen in plasma T levels, presumably reflecting their higher 5�R
activity. These findings provide evidence to suggest that ongoing low levels of
sperm production in oligospermic men may be due to upregulation of 5�R
activity in the reproductive tract.

To summarise, data in rats (O’Donnell et al., 1999; and K. Pratis,
L. O’Donnell, G. Ooi, P. Stanton, R. McLachlan, D. Robertson, unpublished
data) and humans (Anderson et al., 1996,1997) suggest that 5�-reduction of T to
DHT in a setting of reduced testicular T concentrations (i.e., during contraceptive
administration), via up-regulation of the 5�R enzyme, may provide an increased
androgen stimulus to promote low levels of sperm production in the presence of
reduced concentrations of gonadotropins. The preferred pathway of androgen
action may depend on the concentration of intratesticular T (Figure 5). In the
normal testis, we suggest that T would be the preferred ligand for the androgen
receptor; however, during suppression of intratesticular T, the more potent
androgen DHT would be the preferred ligand.

Two recent human clinical trials have employed a 5�R inhibitor during
T-based hormonal contraception in order to see whether better contraceptive
suppression is achieved. The 5�R-2 specific inhibitor, finasteride, was co-
administered with T pellets (McLachlan et al., 2000) or T pellets in combination
with desogestrel (Kinniburgh et al., 2001). Both studies showed that the addition
of finasteride did not enhance spermatogenic suppression. Although these studies
do not support the proposition that the inclusion of 5�R inhibitors assists in
obtaining consistent azoospermia, it must be noted that inhibition of both 5�R-1
and 5�R-2 (by combined single or dual inhibitors) may provide a better
alternative to finasteride.
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FIG. 5. Androgen action in normal and testosterone-suppressed testes. (A) In the normal testis,
LH stimulation of Leydig cell steroidogenesis provides the testis with high local concentrations of
testosterone, to act directly on the AR to maintain sperm production. (B) In the testosterone-
suppressed testis, the low concentration of testosterone is unable to maintain spermatogenesis.
However, conversion of testosterone to the more potent androgenic DHT, via the 5�R enzyme, allows
low-level sperm production, despite gonadotropin and testosterone suppression.
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E. RELEVANCE TO RESEARCH INTO MALE FERTILITY
REGULATION

Our present view of potential sites for hormonal manipulation of spermat-
ogenesis centre on two steps in the process: the inhibition of spermatogonial
replication and maturation, and spermiation failure. It appears that FSH with-
drawal is critical for the former, while both FSH and T are critical for the latter.
It is apparent, however, that the inhibitory processes involved in both cases are
poorly understood, leading to variability in degree and time to full suppression.

Wider testing of hormonal contraception with regimens including T plus
progestin is underway worldwide and is likely to provide effective contraception
in �95% of men. After the “proof-of-concept” work undertaken over recent
years by public sector agencies, notably WHO and Contraceptive Research and
Development Program, funded by the U.S. Agency for International Develop-
ment, there is now pharmaceutical interest in product development. However, the
fundamental goal of achieving uniform induction of azoospermia has not been
achieved. Furthermore, differences between men in the speed of induction and
recovery of spermatogenesis remain unexplained.

Our future studies will be directed to clarifying the underlying factors
responsible for this variability, with the following hormonal and spermatogenic
issues being considered worthy of study:

1. The need for the suppression of serum gonadotropins at a maximum rate
and as profoundly as possible. Better suppression of gonadotropins is likely to be
important for a more rapid onset of suppression of sperm counts (due to the
induction of spermiation failure) and a more uniform induction of azoospermia.
It is clear that sperm count suppression is poorer when gonadotropins are only
partially suppressed (Matsumoto, 1990; Handelsman et al., 1996; McLachlan et
al., 2000). However, the hypothesis that failure to fully suppress serum gonad-
otropins (i.e., to �5% of baseline) correlates with the failure to achieve azoosper-
mia has so far not been borne out (Handelsman et al., 1995). Alternative agents
that more profoundly suppress gonadotropin levels, such as specific inhibitors
and receptor antagonists, may be useful in this respect.

2. As discussed above, there is a need to consider larger trials of 5�R
inhibitors in conjunction with contraceptive formulations. Combined type 1 and
2 5�R inhibition would ensure more profound suppression of testicular androgen
action, which may be important for the maintenance of spermatogenesis and is
likely to be beneficial for the prevention of adverse androgen-dependent effects,
particularly on prostate and skin.

3. Finally, a better understanding of the molecular mechanisms of spermi-
ation may allow the design of strategies to specifically block sperm release,
thereby providing for a more rapid onset of effectiveness, which would be
desirable in clinical practice. Further understanding of spermatogonial prolifer-
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ation and differentiation is needed to allow the development of strategies to more
profoundly inhibit the entry of spermatogonia into the spermatogenic process.
Such therapies are necessary for the more uniform induction of azoospermia, as
indicated in monkeys.

V. Conclusions

We have used a range of rat, monkey, and human models to show that FSH
and androgens act both separately and synergistically to support a range of key
events in spermatogenesis, from spermatogonial stem cell division through to
final sperm release. All of these events have been demonstrated using objective
and quantitative techniques of germ cell enumeration. We continue to examine
the basic mechanisms of these specific hormonal-dependent events using bio-
chemical and molecular approaches. Through identification of these processes,
new developments in male hormonal contraception can be expected. The major-
ity of idiopathic male infertility is most likely due to genetic factors, with little
or no hormonal basis (de Kretser et al., 2000). But it must be stressed that a better
understanding of the physiology of normal spermatogenesis will provide valu-
able leads in areas such as infertility due to the failure of stem cell proliferation
or of germ cells to mature beyond a particular developmental point. Knowledge
of the regulation of normal spermatogenesis will facilitate the interpretation of
genotype-phenotype relationships in male infertility and permit the definition of
new diagnostic categories and perhaps treatments in this difficult field.
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ABSTRACT

Mutations in the androgen receptor (AR) gene cause a range of phenotypic abnormalities of
male sexual development. At one end of the spectrum are individuals with complete androgen
insensitivity (complete testicular feminization) who exhibit normal breast development and female
external genitalia. At the other extreme are individuals with male phenotypes that are characterized
by either subtle undervirilization or infertility. Studies in a number of different laboratories have
identified mutations of the AR gene in subjects with androgen resistance syndromes. Defects that
interrupt the AR open-reading frame have been traced to a number of distinct types of genetic
alterations, have been identified in widely separated segments of the AR gene, and are invariably
associated with the phenotype of complete androgen insensitivity. By contrast, mutations that cause
single amino acid substitutions within the AR are localized to the DNA- or ligand-binding domains
of the receptor protein and have been associated with the full range of androgen-resistant phenotypes.
Regardless of the nature of the mutation, functional studies and assays of AR abundance suggest that
the phenotypic abnormalities that result from mutation of the AR are the result of the impairment of
receptor function, decreases in receptor concentration, or both.

I. Background

The description of androgen-resistant states built upon the recognition that
endocrine disorders would likely result from abnormalities in the capacity of
target tissues to respond appropriately to selected hormones (Albright, 1942). In
1953, Morris provided a detailed modern description of the syndrome that he
termed testicular feminization, which he identified as a “recognizable syndrome
found in patients who are essentially normal-appearing women, but who have
undescended testes in place of ovaries” (Morris, 1953). Subsequent investigators
presented evidence suggesting the insensitivity of end organs to the actions of
androgens (Wilkins, 1957). Further investigators amassed information suggest-
ing that distinct phenotypes might be the result of similar, but less severe,
abnormalities (Reifenstein 1947, Rosewater et al., 1965; Morris and Mahesh,
1968) Careful endocrine studies, coupled with family studies, suggested that
these syndromes were likely the result of variable defects of the same or similar
genes (Wilson et al., 1974).
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Defects of the androgen receptor (AR) are common, compared to mutations
of other members of the nuclear receptor family. In addition to the frequency of
patients with clinical androgen resistance, the AR is unusual in the range of
abnormal phenotypes that have been identified and traced to AR defects. Several
features of the AR are believed to contribute to the frequency and diversity of the
disorders that have been identified. First, the AR gene is located on the human
X-chromosome (Migeon et al., 1981). For this reason, in normal 46,XY males,
only a single copy of the AR gene is present. Consequently, any defect of
function of the single AR gene present in normal genetic males and which is
responsible for mediating the responses to androgen will result in an abnormality
of male phenotypic development. Second, such defects of virilization are
frequently evident at birth and thus are likely to precipitate investigations
to determine their cause. Finally, even complete defects of the AR are compa-
tible with life and individuals affected by such disorders are available for
ascertainment.

II. Classification on Clinical and Biochemical Grounds

The phenotypic abnormalities that accompany androgen-resistant states can
is be viewed as a continuum that relates directly to the extent to which the
androgen-mediated processes of male sexual development have been disturbed.
In patients in whom AR function is completely absent, none of the androgen-
dependent internal or external male structures develop. By contrast, a range of
intermediate phenotypes results in cases where AR function is partially preserved
(Griffin, 1992; Quigley et al., 1995; Griffin et al., 2001). As was noted, these
syndromes have been identified clinically using a variety of terms, including the
Reifenstein syndrome, partial androgen insensitivity, and incomplete testicular
feminization. Some authors have defined more-detailed systems with which to
grade the degree of virilization in patients with partial forms of androgen
insensitivity (Quigley et al., 1995).

In parallel with the recognition of the clinical syndromes, the study and
diagnosis of AR defects was greatly aided by the development of methods to
measure the intracellular protein that binds androgens with high affinity. These
methods – applied to whole-cell and broken-cell assays – permitted the initial
characterization of the receptor that mediated the actions of androgens and the
definition of methods to measure and characterize the level and physical prop-
erties of this protein in tissues and in cells (Pinsky et al., 1981; Griffin and
Durant, 1982; Brown et al., 1992). When applied to fibroblasts established from
patients with these disorders, these techniques led to the recognition of a number
of quantitative and qualitative abnormalities of androgen binding in patients with
androgen resistance (Figure 1).
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Several features became apparent from such studies. First, the binding
abnormalities fell into three broad categories: absent ligand binding, decreased
levels of qualitatively normal ligand binding, and qualitative ligand-binding
defects. In approximately 20% of patients in one series (Griffin et al., 2001), no
quantitative or qualitative defect of the AR could be discerned. Second, such
studies made it clear that although some types of defect were more frequent in
some categories (e.g., a predominance of samples in which ligand binding was
undetectable), no direct relationship existed between the clinical phenotype and
the abnormality of ligand binding that was observed (Figure 1).

III. Cloning and Structure of the Androgen Receptor

Although progress in the characterization of many steroid receptors pro-
gressed rapidly in the 1970s and 1980s, the AR proved to be a difficult protein
to purify. For this reason, specific antibodies were not available and information
regarding the nature of the AR abnormalities causing the different states of AR

FIG. 1. Diagnostic and phenotypic categories of androgen resistance. Monolayer-binding assays
were performed on genital skin fibroblasts established from individual subjects with varying degrees
of androgen resistance. The samples were studied to assess the level and character of the androgen
receptor (AR) expressed. “Qualitative binding abnormalities” denotes samples in which the level of
AR detected was within the normal range but in which qualitative defects of androgen binding were
detected (i.e., reduced affinity, accelerated ligand dissociation, thermal instability). While a prepon-
derance of complete androgen resistance is associated with the absence of ligand binding (androgen
binding negative), no direct relationship is evident between the type of ligand binding defect and the
observed phenotype. [Reprinted with permission from Griffin JE 1992 Androgen resistance – the
clinical and molecular spectrum. N Engl J Med 326:611–618. Copyright The Massachusetts Medical
Society.]
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resistance did not advance until the cloning of cDNAs encoding the AR (Chang
et al., 1988; Lubahn et al., 1988; Faber et al., 1989; Tilley et al., 1989).

These studies revealed that the AR is a prototypic member of a large gene
family: the nuclear receptor family (Mangelsdorf et al., 1995; Zoppi et al., in
press). This family includes the classic steroid receptors as well as a large number
of related proteins such as the receptors for thyroid hormone, vitamin D, and
retinoic acid.

Members of this gene family possess a similar organization. Each protein
contains a central DNA-binding domain and a carboxyl terminal ligand-binding
domain (LBD). In addition, each predicted protein sequence contains an amino-
terminal segment that is of variable length. This amino terminus is required for
full transcriptional activity and is believed to represent the sites of important
intramolecular and intermolecular contacts. In the case of the AR, the cDNAs
isolated for the human AR predicted a protein approximately 917 amino acids
long (Figure 2). In keeping with its large size, the human AR contains a large
amino terminus that comprises nearly half of the molecule. Of interest, this
amino-terminal segment contains three direct repeats of amino acid residues: one
each containing glutamine, proline, and glycine residues. Expansion of the size

FIG. 2. The predicted amino acid sequence of the human AR. The organization of the human
AR is similar to that of the other nuclear receptors. The receptor contains a central DNA-binding
domain (DBD) (residues 553–623) that mediates the high-affinity binding of the AR to target DNA
sequences and a carboxyl terminal ligand-binding domain (LBD) (residues 692–919) that mediates
the high-affinity binding of hormone. The amino terminus of the receptor comprises approximately
half of the molecule (residues 1–550) and is required for full transcriptional activity (Gao et al.,
1996). The predicted amino acid sequence of this segment of the human AR is unusual in that it
contains three segments that are composed of direct repeats of single amino acid residues (homopoly-
meric repeats). These repeat elements, each located within the amino terminus of the protein, are not
unique to the AR and have been identified in other transcription factors, including other members of
the steroid receptor family. The amino acid coordinates employed here and throughout the text are
those of Lubahn (Lubahn et al., 1988).
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of this glutamine homopolymeric segment has been associated with the patho-
genesis of the spinal and bulbar muscular atrophy (Kennedy’s disease) (La Spada
et al., 1991).

IV. Mutations of the Androgen Receptor Gene and
Androgen Resistance Syndromes

As noted earlier, the AR was originally identified and characterized using
assays to measure levels of tritiated androgen binding in intact cells and in cell
homogenates. As the techniques to measure AR function and to identify muta-
tions within the AR gene have become widely available, it has become possible
to view the androgen-resistant states from perspectives that are more directly
related to the effects that such mutations exert on receptor expression levels,
structure, and function.

A. INTERRUPTION OF THE ANDROGEN RECEPTOR
OPEN-READING FRAME

A number of different types of genetic defects can cause interruptions of the
primary sequence of the human AR, including large- or small-scale deletions,
insertions, and mutations that result in alterations of AR mRNA splicing.
Although each of these mechanisms is the result of different genetic events, in
each instance, the resulting mutant AR protein differs from the normal human
AR, either by premature truncation of the receptor protein or by the addition or
removal of amino acids from the receptor sequence. As noted above, the critical
hormone-binding and DNA-binding domains of the AR are localized to the
carboxyl-terminus of receptor protein. For this reason, mutations that result in
premature termination of the receptor have a dramatic effect on receptor function
when introduced at virtually any position within the primary amino acid se-
quence, as these critical segments will be lacking. By contrast, alterations that
serve to insert or remove single or multiple amino acids (small insertions or
deletions) cause androgen resistance only when occurring within the DNA- or
hormone-binding segments of the receptor protein (Figure 3).

B. MUTATIONS IN THE DNA-BINDING DOMAIN OF THE
ANDROGEN RECEPTOR

In up to 20% of patients with clinical androgen resistance supported by
endocrine studies or family histories consistent with a defect of the AR,
abnormalities were not identified in monolayer assays of ligand binding by the
AR (Griffin et al., 2001). AR gene structure from a number of such pedigrees has
been analyzed. In most instances, amino acid substitutions have been detected
within the DNA-binding domain of the AR. In studies by Zoppi (Zoppi et al.,
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1992), amino acid substitutions were localized to critical residues within the
DNA-binding domain of the AR in four unrelated subjects with complete or
nearly complete forms of androgen resistance. Experiments examining the
physical attributes of these mutant receptors in heterologous cells demonstrated
that these mutant receptors bound ligand with normal or near-normal affinity, as

FIG. 3. Genetic mutations of the AR genes cause different abnormalities of androgen binding.
The AR gene mutations identified in patients with androgen resistance exhibiting distinct abnormal-
ities of androgen binding in genital skin fibroblast monolayer-binding assays are presented. Gene
defects that interrupt the primary amino acid sequence of the AR are associated with the absence of
androgen binding, whether caused by the insertion of premature termination codons, deletions,
insertions, or alterations of AR mRNA splicing. Amino acid substitutions in specific segments of the
AR LBD also can lead to the expression of undetectable androgen binding in genital skin fibroblast
cultures, although, in most instances, the levels of immunoreactive AR are near normal (Avila et al.,
in press). Qualitative abnormalities of androgen binding are caused by amino acid substitutions in the
LBD of the receptor protein. It is evident that the positions of the amino acid replacements causing
absent androgen binding and qualitative defects are similar. It appears that the differences between
these two categories reflect the degree to which the structure of the AR LBD is disrupted. Amino acid
substitutions within the DBD of the AR are frequently identified in samples exhibiting normal levels
of qualitatively normal androgen binding. Decreased levels of qualitatively normal androgen binding
are traced to mutations that diminish the level of intact AR that is synthesized. The coordinates
utilized in this figure and throughout the text are those of Lubahn (Lubahn et al., 1988). [Modified
with permission from McPhaul MJ, Marcelli M, Zoppi S, Griffin JE, Wilson JD 1993 The spectrum
of mutations in the androgen receptor gene that causes androgen resistance. J Clin Endocrinol Metab
76:17–23. Copyright The Endocrine Society.]
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was observed in fibroblast samples from the same patients. Although these
studies confirmed the normal ligand-binding properties of the mutant receptors,
transfection studies demonstrated that each was markedly impaired in terms of
function. In vitro experiments to measure the capacity of the mutant ARs to bind
to DNA showed that each was unable to bind normally to target DNA sequences.
Similar results have been obtained in studies conducted in a number of different
laboratories to analyze similar groups of patients with complete or partial forms
of androgen resistance (Lumbroso et al., 1993; Mowszowicz et al., 1993; Sultan
et al., 1993; Beitel et al., 1994b; De Bellis et al., 1994). These findings suggest
that the AR defects in this patient group comprise a relatively homogeneous
group from a mechanistic standpoint. Mutations of this type alter the structure of
the DNA-binding domain of the receptor and interfere with the capacity of the
receptor to recognize specific target DNA sequences.

C. MUTATIONS IN THE LIGAND-BINDING DOMAIN OF THE
ANDROGEN RECEPTOR

Single amino acid substitutions in the LBD of the AR represent the
most-frequent type of mutation that is identified in patients with androgen
resistance. These individual amino acid replacements account for approximately
60% of the mutations identified in patients with clinical defects of androgen
action and are most often the result of single nucleotide substitution mutations.
Substitution mutations of the AR LBD have been identified in patients with the
entire range of androgen-resistant phenotypes. The mutations can be divided into
two categories, based on the effects on the binding of ligand in patient fibroblast
samples: absence of detectable ligand binding and qualitative abnormalities of
ligand binding.

D. UNDETECTABLE LEVELS OF ANDROGEN BINDING IN
FIBROBLAST MONOLAYER-BINDING ASSAYS

Although identical when analyzed at the level of monolayer-binding assays
(undetectable levels of androgen binding), amino acid substitution mutations in
the LBD of the AR in this category are of two types. The first is less frequent and
represents the replacement of amino acid residues in critical segments of the
LBD. Amino acid substitutions of this type presumably induce major alterations
of the structure of the LBD, to the extent that it is no longer capable of interacting
with ligand. The mutant receptor described by Marcelli et al. (1994) is one
well-characterized mutation of this type. As a result of this amino acid substi-
tution (W741R), a hydrophobic residue within the amino terminal end of helix 5
is replaced that would be predicted to make important contacts with the C ring
of testosterone (Mathias et al., 2000; McPhaul, 2000). In addition to the steric
effects that such changes might be expected to exert, the introduction of such a
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charged residue into this hydrophobic region of the LBD is likely to have
dramatic effects on the tertiary structure of the ligand-binding pocket. In
functional analyses, mutant ARs of this type cannot bind hormone and cannot
activate model reporter genes, even when expressed in heterologous cells
(Marcelli et al., 1994).

Mutant ARs that are completely incapable of binding hormone when
assayed following expression in heterologous cells are uncommon. More
frequently, when cDNAs encoding such mutant ARs are created and ex-
pressed in heterologous cells, they are found to be capable of binding
hormone. For example, one strain (strain 105) was categorized originally as
ligand-binding negative, based on monolayer ligand-binding assay results.
Analysis of the AR gene in this subject revealed a single amino acid
substitution (R774C). When cDNAs encoding this mutant receptor were
expressed in heterologous cells, however, ligand binding was easily measur-
able, although altered kinetics and stability were evident (Marcelli et al.,
1991). Additional mutant receptors have been described that display similar
properties: 1) relatively normal or near-normal levels of immunoreactive
receptor, 2) markedly diminished levels of ligand binding, and 3) measurable
levels of ligand binding when expressed in heterologous cells. These dis-
crepancies likely reflect differences in the level of expression and the
sensitivity of the assays that are employed to analyze the samples.

E. QUALITATIVE LIGAND-BINDING ABNORMALITIES

Analysis using monolayer-binding assays of the AR present in fibroblast
samples from individuals with androgen resistance believed due to AR defects
demonstrated normal levels of androgen binding. When fibroblasts from some of
these patients were analyzed carefully, discernible differences could be identified
when qualitative tests of ligand binding were applied. Such tests included
measurements of the affinity of ligand binding, the rapidity with which ligand
dissociates from the receptor (accelerated ligand dissociation), and increased
susceptibility to thermal denaturation.

With very few exceptions, the naturally occurring mutations causing qual-
itative abnormalities of ligand binding are single amino acid substitutions
localized to the hormone-binding domain of the receptor protein. Furthermore,
the distribution of the amino acid substitutions identified in ARs exhibiting
qualitative abnormalities of ligand binding is similar to that of amino acid
replacements identified in strains in which no androgen binding is detected
(McPhaul et al., 1992). This observation suggests that the type of binding
abnormality that is observed is related directly to the degree that the structure of
the ligand-binding domain is disrupted. Findings from the study of mutant
receptors from pedigrees in which the same amino acid has been mutated to
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different residues have supported this concept. This concept is most evident in
the work of Prior, in which replacement of arginine 774 by cysteine residue leads
to androgen resistance and undetectable ligand binding in patient fibroblasts
(Prior et al., 1992). Substitution of the same residue by histidine, a more
conservative amino acid replacement, leads to normal levels of androgen binding
in fibroblasts that displays a marked thermal lability in in vitro assays. Additional
pedigrees have been described in which different amino acid substitution muta-
tions at a single residue have differing effects on the binding of ligand by the
receptor, depending of the nature of the amino acid substitution (Ris-Stalpers et
al., 1991; Kazemi-Esfarjani et al., 1993; Beitel et al., 1994a).

The analysis of mutant ARs in assays is straightforward when the
receptor protein possesses little or no functional activity. The assessment of
qualitatively abnormal ARs is considerably more difficult, as mutant recep-
tors of this class are capable of binding ligand with varying affinity and
stability. In this context, the cellular environment and the specific ligands will
exert important effects on the results of assays performed to analyze AR
function. The work of Marcelli clearly demonstrated this effect (Marcelli et
al., 1994). These investigators examined the properties of a range of mutant
ARs that carried different amino acid substitution mutations in the hormone-
binding domain. The responsiveness of these ARs was examined using
several agonist ligands, including 5 alpha dihydrotestosterone (DHT), testos-
terone (T), and mibolerone. The experiments were performed using transfec-
tion assays in a cell strain in which the metabolism of testosterone and 5 alpha
dihydrotestosterone is rapid, similar to the degradation of androgen that
occurs in most mammalian androgen target tissues. Results of these experi-
ments varied, depending on the type of ligand employed. When physiologic
androgens (e.g., testosterone, dihydrotestosterone) were used to stimulate the
mutant receptors, greater deficiencies of function were observed for most of
the mutant receptors. In each instance, the nonmetabolizable androgen,
mibolerone, was observed to be more potent than either of the two androgens
that were subject to metabolic inactivation. The relative ineffectiveness of T
and DHT in these experiments could be overcome by repeated additions of
these hormones during the course of the hormone stimulation. These results
suggested that the stability of the hormone-receptor complexes plays a critical
role in the function of the AR and that AR mutations that destabilize the
hormone-receptor complex will have a major effect on receptor activity.
These results also demonstrate that the environment in which AR function is
assessed can have an important modifying influence on the levels of function
that are observed, particularly in response to physiologic, metabolizable
androgens. These results also indicate that mutant receptors that display
qualitative abnormalities of ligand binding can be manipulated pharmacolog-
ically. Consistent with this concept, biological responses have been observed
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to the administration of supraphysiologic levels of androgen (Grino et al.,
1989; Tincello et al., 1997).

F. ANDROGEN RECEPTOR MUTATIONS CAUSING DECREASED
LEVELS OF LIGAND BINDING

It appears that the types of mutations identified in this category will be quite
heterogeneous and reflect alterations that affect how much AR protein is
synthesized.

The first mutation of this class was discovered during the analysis of the AR
genes of affected subjects in a pedigree with complete androgen insensitivity.
While monolayer-binding assays of fibroblasts established from affected indi-
viduals demonstrated measurable, but reduced, levels of a qualitatively normal
AR protein, immunoblots were unable to detect immunoreactive AR using an
antibody directed at the amino terminus of the AR. Sequence analysis of the AR
gene from affected individuals in this pedigree revealed a single-nucleotide
substitution that resulted in the insertion of a premature termination codon in
place of amino acid residue 60 (Zoppi et al., 1993). Subsequent analyses using
antibodies directed at epitopes within the amino terminus revealed that a smaller
form of the AR was synthesized in fibroblasts from affected individuals in this
pedigree, accounting for the residual ligand binding that was detected in mono-
layer-binding assays. More recent studies have established that this shortened
form of the AR (termed AR-A, on the basis of its similarity to the A-form of the
progesterone receptor) is synthesized by internal initiation at methionine 189 and
is expressed at low levels in normal fibroblasts and tissues (Wilson and McPhaul,
1994,1996). Transfection experiments demonstrated that this AR-A isoform
displays subtle differences in function on selected response elements (Gao and
McPhaul, 1998).

The studies of Choong et al. (1996) suggest a somewhat-different mecha-
nism mutation leading to a phenotype of partial androgen insensitivity syndrome
(AIS). Analysis of the AR gene in affected subjects identified a single-nucleotide
substitution that altered the second amino acid residue (lysine residue in place of
the normal aspartate residue) of the AR open-reading frame. Although it was not
possible to examine the effects of this mutation in cultured fibroblasts from
affected individuals in this pedigree, experiments employing the expression of
cDNAs encoding the mutant AR in heterologous cells suggested that the AIS
phenotype was caused primarily by the reduced levels of AR expressed due to
reduced efficiency of translational initiation.

Additional studies have suggested that alterations in the synthesis of normal
AR mRNA can lead to reduced levels of functional AR protein. In the studies
reported by Sammarco (Sammarco et al., 2000), partial androgen insensitivity
was associated with reduced levels of apparently normal AR. Analysis of the AR
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gene in this individual identified an alteration at position �5 of the donor splice
site at the junction between exon 6 and intron 6. Analysis of the AR mRNA
expressed in cells from the affected individual demonstrated that intron 6 was
retained in a large proportion of the AR mRNA. Immunoblot analysis revealed
only a small quantity of intact AR. A similar mechanism was proposed to account
for the androgen resistance observed in a patient with the Reifenstein phenotype
(Ris-Stalpers et al., 1994).

G. CLINICAL PHENOTYPE AND LOSS-OF-FUNCTION
MUTATIONS OF THE ANDROGEN RECEPTOR

The number of AR gene mutations that have been analyzed permits general
conclusions regarding the nature of the relationship between clinical phenotype
and AR mutation. First, mutations that interrupt the AR open-reading frame –
whether caused by premature termination, aberrant splicing, or deletion of partial
or complete exon segments – are associated with a phenotype of complete
androgen resistance. This relationship is the result of the locations of the
DNA- and hormone-binding domains at the carboxyl terminus of the AR protein.
As a consequence, alterations that truncate the receptor protein at any point
during its synthesis will remove portions of one or both of these important
functional domains.

In contrast to mutations that interrupt the AR open-reading frame, amino
acid substitutions within the AR sequence are capable of causing all androgen-
resistant phenotypes. The degree of clinical resistance observed does not appear
to correlate with the nature or location of specific mutation. Instead, the
phenotype appears to reflect the level of residual AR function that is expressed
in the androgen target tissues. In different instances, this diminished level of
function may be caused by alterations in the functional capacity of the receptor
protein, its level of expression, or combinations of both factors.
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ABSTRACT

The interactions of peptide and steroid hormone signaling cascades in the ovary are critical for
follicular growth, ovulation, and luteinization. Although the pituitary gonadotropins follicle-stimu-
lating hormone (FSH) and luteinizing hormone (LH) play key regulatory roles, their actions are also
dependent on other peptide signaling pathways, including those stimulated by insulin-like growth
factor-1 (IGF-1), transforming growth factor-beta (TGF-�) family members (e.g., inhibin, activin,
growth differentiation factor-9, bone morphogenic proteins), fibroblast growth factor, and Wnts (via
Frizzled receptors). Each of these factors is expressed and acts in a cell-specific manner at defined
stages of follicular growth. IGF-1, estrogen, and FSH comprise one major regulatory system. The
Wnt/Frizzled pathways define other aspects relating to ovarian embryogenesis and possibly ovulation
and luteinization. Likewise, the steroid receptors as well as orphan nuclear receptors and their ligands
impact ovarian cell function. The importance of these multiple signaling cascades has been
documented by targeted deletion of specific genes. For example, mice null for the LH-induced genes
progesterone receptor (PR) and cyclo-oxygenase-2 (COX-2) fail to ovulate. Whereas PR appears to
regulate the induction of novel proteases, COX-2 appears to regulate cumulus expansion. This review
summarizes some new aspects of peptide and steroid hormone signaling in the rodent ovary.

I. Overview

Ovarian follicular growth is controlled by the production of intraovarian
growth regulatory factors such as insulin-like growth factor-1 (IGF-1) (Adashi et
al., 1985; Baker et al., 1996; Zhou et al., 1997; Burks et al., 2000; Guidice,
2000), steroids (Richards, 1994), members of the transforming growth factor-
beta (TGF-�) family (Elvin et al., 1999; Lewis et al., 2000; Chapman and
Woodruff, 2001; Otsuka et al., 2001), and the Wnt/Frizzled family (Vainio et al.,
1999; Hsieh et al., in press). These factors act by autocrine, paracrine, and
intracrine mechanisms. In addition, follicular growth is controlled by endocrine
factors such as the pituitary gonadotropins, follicle-stimulating hormone (FSH)
and luteinizing hormone (LH) (Richards, 1994). Recent mutant mouse models as
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well as studies identifying new components of IGF-1, FSH, and estradiol (E)
signal transduction pathways provide novel insights into how these hormones
might interact to control follicular growth and are the focus of this review.

II. Interactions of the IGF-1, Estradiol, and FSH Signaling Cascades

The functional links between the FSH and IGF-1 signal pathways are
supported by the observations that IGF-1, IGF-1 receptor (Igf-1r), and FSH
receptor co-localize to granulosa cells of small growing follicles and preovula-
tory follicles (Zhou et al., 1995,1997). In mice null for the FSH receptor or the
FSH� subunit, follicular growth is impaired beyond the preantral stage and is
associated with altered expression of specific genes (Kumar et al., 1997; Burns
et al., 2001) (Figure 1). Whereas IGF-1 expression is not altered by hypophy-
sectomy or lack of FSH� subunit (Zhou et al., 1997), levels of Igf-1r are reduced
and can be restored by treating rats with pregnant mare serum gonadotropin
(PMSG), which stimulates follicular growth (Zhou et al., 1997). Mice null for
either IGF-1 (Igf-1) or insulin-receptor substrate-2 (Irs-2) exhibit severe growth
retardation, including follicular growth in the ovary (Baker et al., 1996; Zhou et
al., 1997; Burks et al., 2000). In contrast, although mice null for growth hormone
exhibit reduced growth rates and have low serum levels of IGF-1, ovarian
function is normal, likely a consequence of GH-independent production of IGF-1
by granulosa cells within the ovary (Zhou et al., 1997; Zaczek et al., 2001).
Finally, IGF-1 enhances FSH action in granulosa cells by mechanisms that are
not entirely clear (Orly, 2000) but must involve specific interactions of these two
signaling pathways (Richards, 2001a; Richards et al., in press (b)) (Figure 1).

IGF-1 impacts multiple signaling cascades, one of which includes the
phosphoinositide-3 kinase (PI3-K) cascade (LeRoith et al., 1995; Vanhaese-
broeck and Alessi, 2000). PI3-K generates phosphoinositides that activate phos-
phoinositide-dependent kinases (PDK)1 and -2. PDK1 and -2, in turn, phosphor-
ylate and activate protein kinase B (PKB), which then phosphorylates and
inactivates targets such as glycogen synthase kinase (GSK)-3�, BAD, and
caspase 9 as well as members of the Forkhead (FKHR) winged-helix transcrip-
tion factor family (Vanhaesebroeck and Alessi, 2000). The IGF-1 signaling
cascade has been highly conserved, as revealed by functional and structural
homologies of genes present in mammals (IGF-1R, PI3-K, phosphate and tensin
homologue deleted on chromosome 10 (PTEN), PDK1, PKB, FKHR) and C.
elegans (Daf-2, Age-1, Daf 18, PDK1, Akt, Daf 16) (Guarente and Kenyon,
2000) (Figure 1). In C. elegans, this pathway impacts cell survival, energy
homeostasis, and longevity and is intimately linked to the neural and reproduc-
tive systems. Lack of the IGF-1 receptor (Daf-2) in C. elegans leads to prolonged
cell survival that is dependent on Daf16 and Daf12, homologues of FKHR and
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a nuclear hormone receptor, respectively (Guarente and Kenyon, 2000; Lin et al.,
2001) (Figure 1).

The mammalian homologue of the nuclear receptor Daf12 is not yet known.
However, three members of the Forkhead family have been identified in the
mouse: FKHR (Foxo-1), FKHRL1 (Foxo-3), and AFX (Foxo-4) (Kaestner et al.,
2000; Brunet et al., 2001). A current model of IGF-1 action indicates that

FIG. 1. Follicle-stimulating hormone (FSH) and insulin-like growth factor-1 (IGF-1) signaling
pathways operate in granulosa cells. FSH/LH and IGF-1 impact the proliferation and differentiation
of granulosa cells, as indicated by specific knockout mouse models and the effects of these hormones
in hypophysectomized rats, as reviewed in the text. Note that the IGF-1 pathway is highly conserved
from C. elegans to mammals. Common downstream targets of FSH and IGF-1 in granulosa cells
include components of the PI3-kinase cascade that lead to the phosphorylation of protein kinase B
(PKB) and serum and glutocorticoid-induced kinase (Sgk) as well as the transcription factor,
Forkhead (FKHR), which is selectively expressed at high levels in granulosa cells of growing
follicles. FSH but not IGF-1 induces Sgk, which reaches its highest levels of expression in luteal cells.
These terminally differentiated cells preferentially express AFX (Foxo-4) and FKHRL1 (Foxo-3) –
but not FKHR – as well as a putative target of AFX, p27KIP. [Adapted with permission from
Richards JS, Sharma SC, Falender AE, Lo YH 2002 Expression of FKHR, FKHRL1 and AFX genes
in the rodent ovary: evidence for regulation by IGF-1, estrogen and the gonadotropins. Mol
Endocrinol, in press; Gonzalez-Robayna IJ, Falender AE, Ochsner S, Firestone GL, Richards JJ 2000
FSH stimulates phosphorylation and activation of protein kinase B (PKB/Akt) and serum and
glutocorticoid-induced kinase (Sgk): evidence for A-kinase independent signaling in granulosa cells.
Mol Endocrinol 14:1283–1300. Copyright The Endocrine Society.]
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phosphorylation of Forkhead by PKB (or related kinases) restricts nuclear
localization of these factors (Nakae et al., 2000; Brownawell et al., 2001). This
impedes transcriptional activation of specific Forkhead target genes, such as Fas
ligand (FasL), an inducer of apoptosis (Brunet et al., 1999), p27KIP, an inhibitor
of cell cycle progression (Medema et al., 2000) and insulin-like growth factor
binding protein-1 (IGFBP-1), a presumed inhibitor of IGF-1 (Kops et al., 1999;
Guidice, 2000). Recently, we have shown that FKHR, FKHRL1, and AFX are
expressed in the rodent (mouse and rat) ovary in a cell-specific manner at defined
stages of follicular growth and luteinization (Richards et al., in press (b)).
Expression of FKHR mRNA is restricted to granulosa cells of growing follicles
and is not detected in luteal cells. In contrast, FKHRL1 and AFX are highest in
corpora lutea, where the PKB-related kinase, serum and glucocorticoid-induced
kinase (Sgk), is also expressed in abundance (Figure 1). In addition, we have
shown that FKHR expression is regulated by E, IGF-1, and the gonadotropins
(Richards et al., in press (b)). E markedly increases FKHR mRNA and protein in
granulosa cells of preantral follicles of the hypophysectomized (H) rat. Thus,
expression of FKHR mRNA, protein, and phosphorylation are not strictly
associated with follicles that are undergoing apoptosis or appear destined for
atresia. Rather, FKHR is highest in granulosa cells of follicles in the hypophy-
sectomized and estradiol-treated (HE) rats that exhibit increased proliferation
(Rao et al., 1978), increased expression of cyclin D2 (Robker and Richards,
1998a,b) and increased staining for proliferator cell nuclear antigen (PCNA)
(Robker and Richards, 1998a,b). FKHR is also elevated in preovulatory follicles
of PMSG-treated mice, adult mice, and pregnant mice at day 22 of gestation
(Figure 1). The high levels of FKHR in granulosa cells suggest a key role in
promoting follicle growth. Moreover, E not only induces FKHR mRNA but also
upregulates other notable components of the IGF-1 signaling system, including
IGF-1R� subunit and the glucose transporter, Glut-1 (Richards et al., in press
(b)). The coordinated up-regulation of FKHR with IGF-1R� and Glut-1 indicates
further that E enhances granulosa cell function in the H rat model by regulating
three different targets that control cellular energy flow, glucose metabolism, and
cell survival. Because IGF-1 helps maintain high expression of estrogen receptor
beta (ER�) mRNA, at least in cultured granulosa cells, E and IGF-1 comprise an
autocrine regulatory system in granulosa cells that promotes cell survival and
proliferation (Richards et al., in press (b)) (Figure 2).

In contrast to E and basal levels of FSH, ovulatory levels of LH cause
dramatic decreases in the expression of FKHR that, in preovulatory follicles, is
irreversible as luteinization proceeds (Richards et al., in press (b)). Whether or
not this is critical for alterations in granulosa cell function is unknown. However,
it is intriguing to note that granulosa cells become resistant to apoptotic insult
when they are stimulated with FSH/LH to undergo luteinization (Porter et al.,
2000). At this stage of differentiation, factors that impact proliferation (E, IGF-1,
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cyclin D2) and apoptosis (FKHR, FasL) are lost, whereas factors that are
expressed in luteal cells and presumed to impact luteinization (FKHRL1, AFX,
Sgk, IGFBP-1, p27KIP, p21CIP, Jun D, Fra2) are acquired (Figure 2) Robker and
Richards, 1998a; (Guidice, 2000; Sharma and Richards, 2000; Richards et al., in
press (b)). Therefore, it is possible that FKHR, FKHL1, and AFX have different
functions that are dependent on the cell type, stage of cell differentiation, or
specific associated proteins. In this regard, one study reports that AFX upregu-
lates p27KIP (Medema et al., 2000). In another study, Tanaka et al. (2001) show
that expression of FKHRL1 does not activate p21CIP or p27KIP promoter
activity or regulate FasL expression. Therefore, the precise relation of Forkhead
proteins to the regulation of these genes remains uncertain. Recently, FKHR has
been shown to interact with and selectively modify the functional activity of
other transcription factors, specifically members of the nuclear steroid receptor
superfamily (Schuur et al., 2001; Zhao et al., 2001). FKHRL1 and AFX may
interact with the same or different transcription factors. Thus, the function of
FKHR proteins likely depends not only their specific transcriptional activities but
also on the hormonal milieu, the cell context, and the levels of proapoptotic and
antiapoptotic factors (Hsueh et al., 1994; Pru and Tilly, 2001) (Figure 2).

The gonadotropins, as well as IGF-1, impact the phosphorylation of Fork-
head proteins and thus can control their functional activity (Richards, 2001a).
Specifically, we have shown previously that FSH as well as IGF-1 can impact the

FIG. 2. Schematic of changes in the IGF-1 and FSH pathways in granulosa/luteal cells. Note
that IGF-1, FKHR, ER�, Glut-1, and cyclinD2/E are coexpressed in proliferating granulosa cells.
Estradiol (E) upregulates IGF-1R�, FKHR, and Glut-1, key components of the IGF-1 signaling
pathway. IGF-1 upregulates ER� and maintains FKHR. FSH at basal concentrations can maintain
FKHR directly or indirectly via E. FSH and IGF-1 both stimulate the phosphorylation and activation
of PKB and Sgk and their target, FKHR, whereas FSH alone induces Sgk (Alliston et al., 1997,2000;
Burns et al., 2001). LH acts to downregulate expression of IGF-1, FKHR, ER�, and cyclin D2. As
granulosa cells luteinize, they gain increased levels of Sgk, AFX (Foxo-4), and FKHRL1 (Foxo-3),
which may impact the expression of p27KIP. [Reprinted with permission from Richards JS, Sharma
SC, Falender AE, Lo YH 2002b Expression of FKHR, FKHRL1 and AFX genes in the rodent ovary:
evidence for regulation by IGF-1, estrogen and the gonadotropins. Mol Endocrinol, in press.
Copyright The Endocrine Society.]
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PI3-K pathway (Gonzalez-Robayna et al., 1999,2000). FSH, like IGF-1, stimu-
lates phosphorylation of PKB Ser-473 that is blocked by the PI3-kinase inhibitor
LY294002 but not by the protein kinase A (PKA) inhibitor, H89. Rather H89
enhances FSH and IGF-1 phosphorylation of PKB (Gonzalez-Robayna et al.,
2000). FSH also induces the expression of the PKB-related kinase Sgk (Alliston
et al., 1997,2000; Gonzalez-Robayna et al., 1999,2000; Burns et al., 2001).
Importantly, Sgk reaches its highest levels of expression in corpora lutea in
association with the increased levels of FKHRL1 and AFX (Figure 1). Based on
these functions of FSH, it is not surprising that FSH stimulates the phosphory-
lation of FKHR at Thr-24 and Ser-256 in granulosa cells in a kinetic manner that
mimics the action of IGF-1 in these same cells (Richards et al., in press (b)).
Although the precise mechanism(s) by which FSH stimulates PKA-independent
activation of PI3-K remains to be clearly documented, the cAMP-regulated
guanine nucleotide exchange factors (cAMP-GEFs) (de Rooij et al., 1998,2000;
Kawasaki et al., 1998) provide a potential new link between FSH stimulation of
adenylyl cyclase and activation of PI3-K via ras-related small guanine nucleotide
triphosphatases (GTPases). Whether PKB, Sgk, or other kinases specifically
mediate the phosphorylation of FKHR in granulosa cells in vivo also needs to be
verified (Figures 1 and 2).

III. Regulated Expression of Wnts and Frizzleds in the Ovary

Other factors that have been shown to impact ovarian cell function and
follicular organization are members of the Wnt and Frizzled family of signaling
molecules (Figure 3). Wnts are secreted, extracellular signaling molecules that
act locally to control diverse developmental processes such as cell fate specifi-
cation, cell proliferation, and cell differentiation (Cadigan and Nusse, 1997;
Miller et al., 1999). Wnts transduce their signals by binding to G protein-coupled
receptors of the Frizzled family to activate distinct signaling cascades (Slusarski
et al., 1997; Lin and Perrimon, 1999; Liu et al., 2001). In the canonical pathway
Wnts/Frizzleds act to hyperphosphorylate dishevelled (Dvl) (Mao et al., 2001),
a cytoplasmic scaffolding protein and glycogen synthase kinase 3-beta (GSK-3�)
leading to the release of �-catenin. Soluble �-catenin heterodimerizes with
members of the T-cell factor/Lymphoid enhancer factor (Tcf/Lef) family of
transcription factors to regulate expression of selected target genes such as c-myc
(He et al., 1998). Wnt/Frizzled activation of the �-catenin pathway is further
modulated by co-receptors (proteoglycans and/or arrow/LRP-5/LRP-6) (Lin and
Perrimon, 1999; Tsuda et al., 1999; Alexander et al., 2000; Pinson et al., 2000;
Tamai et al., 2000; Wehrli et al., 2000; Mao et al., 2001) and by antagonists such
as secreted frizzled-related proteins (sFRPs) (Rattner et al., 1997). Some Wnts
activate Frizzled receptors that signal via intracellular calcium, protein kinase C
(PKC), and/or calmodulin-dependent kinases (CAMK) (Kuhl et al., 2000)
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FIG. 3. Wnts and Frizzled receptors are expressed at specific stages of follicular growth and
luteinization. Wnts are secreted ligands that activate Frizzled (Fz) receptors. The activation of these
G protein-coupled receptors (GPCR) is associated with Wnt activation of the low-density lipoprotein
(LDL)-related receptors (LRP5/6). Each of these can be inhibited by other secreted proteins – namely,
soluble Frizzeled-related proteins (sFRPs) and Dickkoff (Dkk), respectively. Wnts activate the Axin
and dishevelled (Dvl), glycogen synthase kinase (GSK)-3, �-catenin pathway (via LRP5/6 and
Frizzled receptors, respectively), leading to transcriptional activation of T-cell factor/lymphoid
enhancer factor (Tcf/Lef )-regulated genes such as c-myc and Dax-1. Wnts also can activate Frizzled
receptors that stimulate calcium-mediated pathways. In the ovary, Frizzled-1 is induced by the LH
surge in granulosa cells of ovulating follicles. Which Wnt might activate this receptor is not yet
known. Wnt 4 is expressed in small primary follicles as well as in corpora lutea and may activate
Frizzled-4 that is also expressed in luteal cells. Although Dax-1 expression is increased by
overexpression of Wnt-4, its pattern of expression in the adult ovary is not strictly related to Wnt-4.
Note that steroidogenic factor (SF)-1 (NR5A1) and possibly SF-2 (NR5A2) act coordinately with
Wnt-4 and Tcf/Lef to enhance transcription of DAX. SF-2 is highly expressed in granulosa cells of
proliferating follicles as well as corpora lutea but is noticeably absent in theca-interstitial cells of the
mouse. These data confirm those published for the mare (Boerboom et al., 2000). [Adapted with
permission from Hsieh M, Johnson MA, Greenberg NM, Richards JS 2002 Regulated expression of
Wnts and Frizzleds at specific stages of follicular development in the rodent ovary. Endocrinology,
in press. Copyright The Endocrine Society.]
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(Figure 3). In this regard, it is of interest that granulosa cells express CAMK IV
and mice null for CAMK IV have impaired fertility with abnormal follicular and
luteal development (Wu et al., 2000).

The Wnt/Frizzled cellular signaling pathways impact the development of
reproductive organs. For example, Wnt-4 is essential for side branching in the
mammary gland, a process that likely involves regulation of bone morphogenetic
protein (BMP) or fibroblast growth factor (FGF) signaling molecules (Coleman-
Krnacik and Rosen, 1994; Weber-Hall et al., 1994; Phippard et al., 1996; Brisken
et al., 2000; Wakefield et al., 2001). In mammary tissue, Wnt-4 is co-localized
with progesterone receptor (PR) and is a target of PR action (Brisken et al.,
2000). In the kidney, Wnt-4 is a mesenchymal signal essential for epithelial cell
differentiation (Kispert et al., 1998). Furthermore, in this tissue, Wnt-4 can be
replaced by Wnt-1, Wnt-3a, Wnt-7a, or Wnt-7b, indicating redundant or over-
lapping pathways with specific Frizzled receptors (Kispert et al., 1998). In
pituitary gland development, Wnt-5a and BMP-4 play critical roles in cell fate,
whereas Wnt-4 is important for expansion of ventral pituitary cell phenotypes.
Wnt-7a-deficient mice are infertile due to abnormal development of the oviduct
and uterus (Parr and McMahon, 1998). Mutations of Wnt-2 and Frizzled-5 were
shown to impact placental angiogenesis (Monkley et al., 1996; Ishikawa et al.,
2001).

Wnt-4 is also essential for the embryonic development of the ovary. Female
mice null for Wnt-4 have sex-reversed ovaries that, at birth, are depleted of
oocytes and contain supporting cells expressing genes characteristic of testis
development such as Mullerian inhibiting substance (MIS) (Vainio et al., 1999).
Since mice null for Wnt-4 die at birth, we have analyzed by reverse transcription-
polymerase chain reaction (RT-PCR) and in situ hybridization the expression of
Wnt-4 in the adult ovary. Our results show that Wnt-4 is expressed in granulosa
cells of small primary follicles containing one or two layers of cells and in
granulosa cells of preovulatory follicles (Figure 3) (Hsieh et al., in press). Wnt-4
expression is increased in granulosa cells by the LH surge and reaches its highest
level in corpora lutea (Figure 3). Unlike the mammary gland, Wnt-4 is not a
target of PR in the ovary (Hsieh et al., in press), perhaps because PRA rather than
PRB plays a primary role in the follicle, whereas PRB plays a greater role in
mammary tissue (Mulac-Jericevic et al., 2000; Conneely et al., 2001). Wnt-4
may control different aspects of granulosa cell and luteal cell function, depending
on which Frizzled receptors are present. Although it is not yet clear which
Frizzled receptor is present in primary follicles, our results show that Frizzled-1
is induced transiently by the LH surge (Hsieh et al., in press). It is localized to
granulosa cells of ovulating follicles between 4–12 hours after exposure to the
LH surge, just prior to ovulation. Thus, Frizzled-1 may control the expression of
genes that impact the ovulation process. In contrast, Frizzled-4 is preferentially
expressed at elevated levels in corpora lutea (Hsieh et al., in press). Thus,
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Frizzled-4 may be a receptor for Wnt-4 in this tissue (Figure 3). Mice null for
Frizzled-4 also exhibit reproductive (ovarian?) defects but the exact nature of
these are not yet known (J. Nathans, personal communication).

What are the functions of Wnt-4 in the adult ovary? In the embryonic gonad,
the expression pattern of Wnt-4 is similar to that of DAX-1 (Swain et al., 1996;
Vainio et al., 1999). More recently, overexpression of Wnt-4 in gonadal cells
upregulated the expression of DAX-1 (Jordan et al., 2001), indicating that Wnt-4
may regulate DAX-1 in the ovary as well. This observation is supported by the
ability of �-catenin to enhance SF-1-stimulated transactivation of the DAX-1
promoter via Tcf/Lef promoter elements (Morohashi et al., 2001). As a co-
repressor of the orphan nuclear receptor SF-1, ovarian DAX-1 may antagonize
the transcriptional activation of genes that are regulated by SF-1 such as
aromatase (CYP 19) (Fitzpatrick and Richards, 1994; Carlone and Richards,
1997), P450scc (CYP21) (Clemens et al., 1994; Richards, 1994), 17�-hydroxy-
lase (CYP17) (Zang and Mellon, 1996), FSH receptor (Heckert, 2000; Levallet
et al., 2001), MIS (Shen et al., 1994; Watanabe et al., 2000), and inhibin-� (Ito
et al., 2000). Since the expression of these genes is low in small growing follicles
of immature mice and rats (Richards, 1994,2001b), it is tempting to speculate that
a Wnt-4/Frizzled pathway is acting in these follicles to control Dax-1 and hence
the activity of SF-1.

However, the role of Wnt-4 in the ovary appears to be complex. DAX-1
remains expressed (albeit at a lower level) in mice null for Wnt-4 (Vainio et al.,
1999; Jordan et al., 2001), likely due to the potent control of DAX-1 expression
by SF-1. Furthermore, only some but not all SF-1 regulated genes are elevated in
the Wnt-4 null mice (Vainio et al., 1999). Mice null for DAX-1 appear to have
normal ovarian function (Yu et al., 1998). Recent studies have identified and also
shown that the equine ovary expresses not only SF-1 (NR-5A1) but also SF-2
(NR-5A2) (Boerboom et al., 2000). Whereas SF-1 is high in theca cells, SF-2 is
highest in granulosa cells and corpora lutea. We have recently confirmed these
data in the rat and mouse by RT-PCR and in situ hybridization analyses (Figure
3). Thus, although the expression of Wnt-4 in small follicles may suppress
steroidogenesis at this stage of development, a critical role for DAX-1 and SF-1
or SF-2 is not entirely clear. Even more striking, Wnt-4 as well as Frizzled-4 are
elevated in luteal cells that are highly steroidogenic, contain nuclear Dax-1
protein, and express SF-2 as well as SF-1 (Hsieh et al., in press) (Figure 3).
Therefore, it is possible the Wnt-4/Frizzled pathway(s) operating in small
follicles is (are) different than the Wnt-4/Frizzled-4 pathway that appears, but has
not yet been proven, to be dominant in luteal cells. In addition, the specific
downstream effectors of Wnt/Frizzled signaling may change as follicles termi-
nally differentiate to luteal cells, thereby controlling distinct patterns of gene
expression. Recent studies have shown that luteal cells exhibit elevated expres-
sion of specific kinases, including Sgk (Gonzalez-Robayna et al., 1999; Alliston
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et al., 2000) and a MAP kinase pathway (Maizels et al., 2001). Whether these
kinases are targets (or mediators?) of Wnt/Frizzled signaling is also not known.
In summary, the localization and regulation of Wnt-4, Frizzled-4, Frizzled-1 and
others (Hsieh et al., in press) in the adult rodent ovary, combined with the
evidence for critical roles for Wnt-4 (Vainio et al., 1999) and FGF-9 (Colvin et
al., 2001) in ovary and testis development, respectively, indicate that Wnt/
Frizzled signaling is important for the growth and development of ovarian
follicles. The identification of these ovarian-derived regulatory molecules pro-
vides a new intraovarian regulatory network that needs to be more clearly
defined.

IV. Genes Involved in Ovulation

To prepare for ovulation, the ovary undergoes a series of closely regulated
events. Small follicles must mature to the preovulatory stage, during which time
the oocyte, granulosa cells, and theca cells acquire specific functional character-
istics. The oocyte becomes competent to undergo meiosis, granulosa cells
acquire the ability to produce E and respond to LH via the LH receptor, and theca
cells begin to synthesize increasing amounts of androgens that serve as substrates
for the aromatase enzyme in the granulosa cells (for a review, see Eppig, 1991;
Richards, 1994). Remarkably, many events are spatially restricted to specific
microenvironments within the follicle or surrounding interstitial compartments to
allow successful expulsion of the cumulus-oocyte complex from the ruptured
follicle (Hess et al., 1999; Hizaki et al., 1999; Sato et al., 2001; Zhou et al.,
2001).

A. GENES CONTROLLING CUMULUS EXPANSION

The cumulus cells surrounding the oocyte and the matrix that the cumulus
cells produce prior to ovulation comprise a special functional unit. The pioneer-
ing studies of many investigators have shown that the matrix upon which the
cumulus cells move is formed by at least three major components (Figure 4).
These include hyaluronic acid (HA) (Hess et al., 1999; Salustri et al., 1999) and
at least two HA-binding proteins, namely, tumor-necrosis factor-stimulated gene
(TSG)-6 (Fulop et al., 1997; Yoshioka et al., 2000) and the serum-derived
inter-�-inhibitor (I�I), also known as inter-�-trypsin inhibitor (ITI) or serum-
derived hyaluronic acid binding protein (SHAP) (Hess et al., 1999; Sato et al.,
2001; Zhou et al., 2001). HA is a high molecular weight (several million
daltons), linear, unbranched glycosaminoglycan. In the ovary, HA is produced by
the cumulus cells and granulosa cells adjacent to the antrum (Ochsner et al.,
2001). Expansion occurs only when I�I enters the follicle or when serum is
added to cumulus-oocyte complexes (COC) to stabilize the matrix by covalent
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coupling to the heavy chain (HC) of I�I (Hess et al., 1999; Salustri et al., 1999).
The cumulus-derived matrix also contains other factors such as the proteoglycans
brevican and versican (MacArthur et al., 2000).

Cumulus expansion is induced as a consequence of the LH surge and is
dependent on the induction of specific genes (Figure 4). These include cyclo-
oxygenase-2 (COX-2) the rate-limiting enzyme in the synthesis of prostaglandins
such as prostaglandin E2 (PGE2) (Sirois et al., 1992; Joyce et al., 2001; Ochsner
et al., 2001); HA synthase-2 (HAS-2), which catalyzes the production of HA
(Weigel et al., 1997); and TSG-6, which is an HA binding protein (Lee et al.,

FIG. 4. LH induction of COX-2 is essential for cumulus expansion and ovulation. COX-2 is
obligatory for the synthesis of prostaglandins, namely, PGE2 that binds the EP2 receptor. The
induction of COX-2 by LH may be direct or indirect via activation of oocyte-derived factor, growth
differentiation factor (GDF)-9, as discussed in the text. Mice null for COX-2 and EP2 fail to ovulate
and exhibit impaired cumulus cell expansion, a process that requires the synthesis and cross-linking
of key matrix components. These are hyaluronic acid (HA) and the HA binding proteins, inter-�-
inhibitor (I�I) and tumor suppressor gene (TSG)-6. I�I is provided by serum and enters the follicles
upon dissolution of the basement membrane in response to LH. The heavy chain of I�I is then
covalently linked to HA by a converting enzyme present on granulosa cells. TSG-6 is induced by LH
in cumulus cells of ovulating follicles. The induction of TSG-6 is dependent on the induction of
COX-2 and the expression of the EP2 receptor. Of note, TSG-6 expression is absent in cumulus cells
of COX-2 and EP2 knockout mice (Ochsner et al., 2001).
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1992; Yoshioka et al., 2000). Ovulation is impaired in mice null for COX-2
(Dinchuk et al., 1995; Morham et al., 1995), EP2, the PGE2 receptor (Hizaki et
al., 1999; Tilley et al., 1999) as well as I�I (Sato et al., 2001; Zhou et al., 2001).
In each mutant mouse, the COCs within preovulatory follicles fail to undergo
cumulus expansion in response to LH (Davis et al., 1999). Ovulation and
cumulus expansion can be restored in the COX-2 mice by exogenous adminis-
tration of PGE2 or IL-1� (Davis et al., 2001), indicating that prostaglandins and
other signaling pathways are obligatory for both events. These observations
provide clear evidence that one critical site for PGE2 action in the ovulating
follicle is the COC. One target of PGE2 action may be TSG-6, since expression
of TSG-6 is selectively reduced in the cumulus cells (but not granulosa cells) of
COX-2 and EP2 null mice (Ochsner et al., 2001). Note that TSG-6 remains
selectively expressed in cumulus cells but not granulosa cells of ovulating
follicles 12 hours after exposure to the LH-like molecule, human chorionic
gonadotropin (hCG). These results indicate that PGE2 regulates expression of
TSG-6 within the cumulus microenvironment and that TSG-6 may play some
critical role in expansion of the matrix. Both TSG-6 and HA are expressed
several hours prior to any visible physical expansion of the matrix (i.e., disper-
sion of the cumulus cells away from the oocyte). This suggests that the presence
of these molecules is not sufficient for matrix formation or the movement of
cumulus cells away from the oocyte (Figure 4).

The other critical component is I�I. Ovulation can be restored in the
I�I-deficient (bikunin null) mice by adding serum (Sato et al., 2001; Zhou et al.,
2001). I�I is normally excluded from follicular fluid because of its size and the
avascular nature of the granulosa cell layer. It enters upon dissolution of the basal
lamina during ovulation (Hess et al., 1999). I�I is composed of several subunits:
the light chain (LC) known as bikunin, which is covalently associated with the
heavy chains (HC) via a chondroitin-sulfate moiety. In the presence of HA, I�I
undergoes a substitution reaction in which the HC (SHAP) is covalently bound
to HA releasing the bikunin (Sato et al., 2001). The high degree of covalent
linkage between the heavy chains and HA in the COC is unprecedented (Chen et
al., 1996) and suggests that the enzyme activity controlling this process is
elevated within the follicle. Indeed, studies by Larsen and colleagues have shown
high activity of the HC-HA conversion process in mural granulosa cells (Chen et
al., 1996). Although the enzymatic activity that catalyzes the covalent linkage to
HA is essential, the biochemical identity of this converting enzyme is not yet
known. Nor is it known if the enzyme is hormonally regulated in the mural
granulosa cells. Such a condition would also be an important factor in controlling
matrix formation.

Collectively, these observations indicate that HA and I�I, as well as
COX-2/PGE2/EP2-induced gene products (TSG-6 and others?) are critical for
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COC formation or cumulus cell differentiation; lack of any one of these factors
precludes expansion.

The molecular mechanisms by which LH induces expression of HAS-2,
COX-2, and TSG-6 genes may be either direct via LH receptors present on
cumulus cells (although this possibility is controversial) or indirect via the
activation of other signaling events in the follicle (Figure 4). The latter
recently has gained credence, since the previously unknown soluble oocyte-
derived factor that is essential for cumulus expansion (Eppig, 1991; Salustri
et al., 1999) has been provisionally identified as growth differentiation
factor-9, GDF-9 (Elvin et al., 1999). In cultures of rodent granulosa cells,
GDF-9 can induce the expression of both HA and COX-2 (Elvin et al., 1999).
However, in vivo GDF-9 is expressed in oocytes beginning at the small
primary follicle stage and continues in the oocyte after ovulation. If GDF-9
is the stimulatory factor, this raises the dilemma of why the expression of HA
and COX-2 is restricted to ovulating follicles (i.e., those stimulated by the LH
surge). One possible scenario that would link the obligatory requirement of
LH action with that of the soluble ooctye-derived factor (i.e., GDF-9) is that
this factor may need to be modified before it becomes activated. GDF-9, like
other members of the TGF-� family, is synthesized as a pro-peptide and
therefore it is likely present at the surface of the oocyte-cumulus cell
junctions, possibly attached to proteoglycans (Park et al., 2000) as a latent
factor. Induction by LH of a specific protease (factor X) (Figure 4) may be
necessary to activate and/or release GDF-9, thereby allowing it to interact
with cellular receptors and induce HAS-2 and COX-2 in cumulus cells. Full
resolution of the pathways by which LH induces COX-2 in granulosa cells
versus cumulus cells will necessitate stage-specific knockouts of GDF-9.
Knockouts of TSG-6 also are needed to convincingly show a role for this
protein in cumulus expansion in vivo.

B. GENES EXPRESSED IN THECA CELLS

The specific ovulatory role of the theca cells is not well defined. Whereas
matrix metalloproteinase (MMP)2 is expressed exclusively in the theca cells of
preantral, preovulatory, and ovulating follicles (Lui et al., 1998), the other MMPs
and their inhibitors (TIMPs) exhibit more complex expression patterns for which
a function is not yet clear. Based on the regulated expression of several aldo-keto
reductase enzymes in the theca cells, it is possible that they act as a protective
shield to ensure that toxic levels (Richards et al., in press (a)) of compounds do
not reach the granulosa cells or the oocyte at an inopportune time. These changes
also may serve to protect the theca cells themselves and the ovary in general from
exposure to toxic compounds.
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C. LUTEINIZING HORMONE-REGULATED GENES IN
GRANULOSA CELLS

The LH receptor is essential for ovulation and luteinization (Lei et al., 2001).
The LH-induced transcription factors in granulosa cells include early growth
regulatory factor-1 (Egr-1) (Espey et al., 2000a), CAAT enhancer binding
protein beta (C/EBP�) (Sirois and Richards, 1993), and progesterone receptor
(PR) (Park and Mayo, 1991; Natraj and Richards, 1993) (Figures 2 and 5). Like
COX-2, each of these components of the ovulatory process is induced rapidly but
is expressed only transiently, with peak levels of message and protein observed
approximately 4 hours after the LH surge. Each of these mediators appears to be
involved in the functional activity of granulosa cells of ovulating follicles, as
revealed by knockout studies (for a review, see Richards et al., 1998,2000,in

FIG. 5. LH induction of progesterone receptor (PR) and ADAMTS-1 is essential for ovulation.
Expression of ADAMTS-1 is low in pregnant mare serum gonadotropin (PMSG)-treated mice but
increases markedly by 8–12 hours after human chorionic gonadotropin (hCG), as shown by in situ
hybridization and immunohistochemistry using an antibody to the prodomain of the protein (�-pro
ADAMTS-1). Expression of ADAMTS-1 is impaired in the progesterone receptor knockout (PRKO)
mice (Robker et al., 2000). The molecular mechanisms by which PR induces ADAMTS-1 appear to
involve an indirect pathway, since consensus PR response elements (PRREs) are not found in the
proximal ADAMTS-1 promoter. The functional role(s) of ADAMTS-1 remains to be identified, since
this protease has multifunctional domains. In other tissues, it is a potent antiangiogenic factor, can
degrade aggrecan and brevican, and may impact the integrin system in a manner similar to throm-
bospondin. Thus, PR and ADAMTS-1 have the potential to regulate many steps in the ovulation process.
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press (a)). Other transcription factors such as the activator protein-1 (AP1) family
members (e.g., Fra2 and JunD) are induced rapidly by the LH surge but then
remain elevated in the nondividing, terminally differentiated granulosa cells
during the postovulatory luteal phase (Sharma and Richards, 2000).

1. Progesterone Receptor (PR)

PR is a member of the nuclear receptor superfamily and regulates the
numerous functions in reproductive tissues, including the uterus, mammary
gland, and ovary. In the ovary, LH rapidly and selectively induces PR in mural
granulosa cells of preovulatory follicles (Park and Mayo, 1991; Natraj and
Richards, 1993). The molecular mechanisms by which LH acts to induce PR are
not yet entirely clear but, in contrast to other tissues, strong evidence for a role
of ER is lacking. E alone does not induce PR in intact cells in vivo or in vitro
(Natraj and Richards, 1993). Nor does E induce activity of PR-promoter lucif-
erase constructs transfected into granulosa cells (Clemens et al., 1998; S.C.
Sharma and J.S. Richards, in preparation). In addition, PR mRNA and protein
can be induced by hCG in granulosa cells of PMSG-treated ER�KO mice (J.S.
Richards, unpublished observation). Furthermore, ovulation can be restored in
the ER�KO mice by controlling pituitary secretion of LH (Couse and Korach,
1999; Couse et al., 1999). Two regions of the PR promoter previously thought to
be involved in mediating LH induction of this gene – namely, the GC-rich region
of the distal promoter and the estrogen response element (ERE)3 site of the
proximal promoter (Clemens et al., 1998) – also do not seem to be required in the
context of the intact promoter (S.C. Sharma and J.S. Richards, in preparation).
Specifically, deletion or mutation of the GC-rich region in the context of the
intact murine promoter does not alter functional activity of a luciferase reporter
construct when transfected into primary cultures of granulosa cells. Likewise,
deletion or mutation of the ERE3 site in the context of the intact promoter does
not alter activity. Additional deletional studies and mutational studies have
indicated that, in granulosa cells, the critical region of the PR promoter resides
downstream relative to the putative transcriptional initiation site. In fact, the
putative transcriptional start site can be deleted without affecting PR promoter
activity. This critical downstream region contains one of many numerous
putative cap sites scattered in the promoter, as indicated by computer-generated
sequence homology searches of the PR promoter. In addition, numerous RNA
transcripts are expressed in granulosa cells (Natraj and Richards, 1993). Thus,
transactivation of the PR promoter in these cells appears to utilize a specific
region or can use many different cap sites. Therefore, although nuclear factor Y
(NF-Y), GATA, and Sp-1 binding sites have been characterized by electro-
phoretic mobility shift assays (EMSAs), none of these binding sites is obligatory
for LH activation of PR-promoter-luciferase reporter constructs in granulosa
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cells (S.C. Sharma and J.S. Richards, in preparation). Thus, the key transcription
factor(s) remain to be identified.

Mice null for PR fail to ovulate, even when stimulated by exogenous
hormones. These findings support other studies that implicated progesterone as a
key player in the ovulatory process (Lydon et al., 1995; Rose et al., 1999; Pall
et al., 2000). More specifically, mice null for PRA but not PRB exhibit impaired
ovulation, indicating the subtype specificity of PR action in the ovulation process
(Mulac-Jericevic et al., 2000; Conneely et al., 2001). Despite the failure of
ovulation to occur in PRKO/PRAKO mice, the expression of COX-2, cumulus
expansion, and luteinization proceed normally (Robker et al., 2000). Recently,
two targets of PR action were identified. These are ADAMTS-1 (for a disintegrin
and metalloproteinase with thrombospondin-like repeats) that is known as
METH-1 in human (Vazquez et al., 1999; Espey et al., 2000b), and cathepsin L
(Robker et al., 2000). Expression of ADAMTS-1 mRNA and protein is markedly
reduced in granulosa cells of PR null mice (Figure 5).

2. ADAMTS-1

ADAMTS-1 is selectively induced by LH in granulosa cells and cumulus
cells, with the peak level of mRNA and protein being produced 8–12 hours after
exposure of ovaries to an ovulatory dose of hCG (a gonadotropin that is
functionally analogous to LH) (Espey et al., 2000b; Robker et al., 2000). The
peak in ADAMTS-1 transcription occurs after the peak of PR expression but
before ovulation, which is usually observed at 14–16 hours after exposure to
ovulatory hormones in mice and rats. Quite significantly, there are clear data to
show that the induction of ADAMTS-1 is drastically reduced in rats when the
preovulatory synthesis of progesterone is inhibited with epostane (Espey et al.,
2000b) or in mice that are null for PR (Robker et al., 2000). Thus, the temporal
pattern of these events indicates that ADAMTS-1 has a critical downstream role
in mediating the PR-regulated ovarian activity that culminates in the rupture of
a follicle. Whether or not PR acts directly or indirectly to control the expression
of these two distinct proteases remains to be determined. To date, no consensus
PR response element (PRRE) has been identified in the 1.6-kb ADAMTS-1
promoter and evidence for a direct effect of PR has not been observed in culture.
Therefore, we propose at the moment that PR controls expression of an inter-
mediary step that may be a specific signaling pathway that impacts transcription
factor activity at the ADAMTS-1 promoter (Figure 5).

ADAMTS-1 is a multifunctional protein and, as such, could exert more than
one function in the ovary. Which, if any, specifically impacts ovulation needs to
be defined. Three major sites of action are likely (Figure 5). ADAMTS-1 is
a potent active protease that cleaves, among other substrates, the bait region
of �2-macroglobulin (Kuno et al., 1999). As an active secreted protease, it is
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likely to initiate one or more proteolytic cascades that account for the ob-
served phenotype of the mice null for PR. As a protease, ADAMTS-1, like
ADAMTS-4 (also expressed in the ovary), may also control the amount and the
cellular location of various proteoglycans. Brevican and versican are present in
follicular fluid, perlican is present in the thecal compartment, and the cell surface
proteoglycans such as syndecan or glypican may be on either granulosa cells or
theca cells (Ishiguro et al., 1999; MacArthur et al., 2000). Both ADAMTS-1 and
ADAMTS-4 have been shown to degrade aggrecan and brevican (Kuno et al.,
2000; Nakamura et al., 2000; Tortorella et al., 2000). The action of ADAMTS-1
on proteoglycans present in ovarian follicles is highly likely. By altering the local
concentrations of proteoglycans, ADAMTS-1 could also regulate the activity of
specific growth factors, such as GDF-9, FGF-2 and FGF-7, EGF, TGF-�, or
Wnts, whose activity is known to be blocked by proteoglycans (Park et al.,
2000). Thus, a lack of ADAMTS-1 might prevent the activation of one or more
potent bioactive factors in the follicular fluid by preventing their release from the
proteoglycans.

The function for ADAMTS-1 in the follicle may be mediated by its ability
to interact with specific cellular signaling molecules through disintegrin or
thrombospondin motifs at the carboxy terminus of the protein (Kuno et al.,
1999). Like some other ADAM proteins, ADAMTS-1 may be a signaling protein
that regulates some aspect of granulosa cell function via interactions with specific
cell surface G protein-coupled receptors (GPCRs), integrins, and tetraspan
proteins (Bigler et al., 2000; Le Naour et al., 2000). ADAMTS-1, like throm-
bospondin 1 (TS-1), is also a potent antiangiogenic factor that may interact with
integrins (Vazquez et al., 1999). Although TS-1 and -2 are expressed in ovarian
follicles (Bagavandoss et al., 1998), the specific roles of thrombspondins and
ADAMTS-1 have not been clearly delineated. Based on our limited understand-
ing of ADAMTS-1 in mammalian cells, it is difficult to predict which of its
multiple functions might be critical for impacting the process of ovulation.
Mutations of ADAMTS-1, ADAMTS-4, and ADAMTS-9 genes are clearly
needed to resolve this important area of ovarian cell function and ovulation
(Figure 5).

3. Cathepsin L

Cathepsin L is another LH- and PR-regulated gene in the ovary that was
identified by cDNA array technology (Robker et al., 2000). Cathepsin L is a
member of the papain family of enzymes. It is commonly a lysosomal protease
but it is also secreted from certain endocrine cells such as Sertoli cells of the testis
and placental trophoblasts and from certain tumors (Ishidoh and Kominami,
1998). In the cat uterus, cathepsin L is also regulated by progesterone (Jaffe et al.,
1989). The function of cathepsin L in the ovary appears to be complex. This
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enzyme is expressed in granulosa cells of follicles at several different stages of
development in response to both FSH and LH. In addition, its expression in
ovulatory follicles is impaired in PR null mice (Robker et al., 2000). A functional
link between PR-regulated expression of ADAMTS-1 and cathepsin L is not
immediately obvious but this issue will be clarified as more information is gained
about the specific roles of these proteases in the ovulation process. Cathepsin L,
like cathepsin G, may activate protease-activated receptors (PARs) (Sambrano et
al., 2000).

4. PACAP and the Type-1 PACAP Receptor (PAC1)

Pituitary adenylate cyclase-activating peptide (PACAP) and PAC1 are also
LH-inducible genes that have been shown to be responsive to regulation by
progesterone and PR-antagonists in vivo and in vitro (Gras et al., 1999; Ko et al.,
1999; Ko and Park-Sarge, 2000; Park et al., 2000). PACAP has been shown to
stimulate progesterone production as well as meiotic maturation in follicle-
enclosed, cumulus-enclosed oocytes (Gras et al., 1999; Ko and Park-Sarge,
2000). Thus, PACAP seemed to be a potential and attractive candidate that might
act downstream of PR to regulate transcriptional activation of ADAMTS-1.
However, expression of PACAP mRNA in ovaries of mice null for PR is
identical to that observed in ovaries of wild-type mice, indicating that PR is not
essential for LH-induced expression of PACAP (K.H. Doyle and J.S. Richards,
unpublished observations). Therefore, other signaling cascades may be regulated
by PR that impact the expression of ADAMTS-1 and cathepsin L.

IV. Summary

The number of factors now known to control the embryonic development of
the gonad as well as the regulated progression of follicular growth, ovulation, and
luteinization is steadily increasing. Knockout studies have shown that members
of the TGF� family, the FGF family, and the Wnt/Frizzled pathway are among
the newer players to emerge on the scene. In addition, new actions for some of
the older players have been identified, such as the ability of FSH to impact the
PI3-kinase cascade in a manner independent of PKA. The multiplicity of LH
actions in specific microenvironments during ovulation has now documented
how complex and finely tuned this process really is. Although many proteases
are expressed in the ovary and are hormonally regulated, the novel protease
ADAMTS-1 and cathepsin L, rather than the MMPs, have gained particular
recognition. New members and new functions for steroid receptors are being
unraveled. The roles of ER subtypes ER� and ER� in the ovary as well as PR
are critical for ovarian function. The identification of SF-2 is intriguing and
demands that the specific roles of SF-1 and SF-2 be reanalyzed at later stages of
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follicular growth. The future will clearly bring more excitement and resolution to
the dynamics of ovarian follicular development, ovulation, and luteinization.
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ABSTRACT

The placenta has been the subject of extensive basic research efforts in two distinct fields. The
developmental biology of placenta has been studied because it is the first organ to develop during
embryogenesis and because a number of different gene mutations in mice result in embryonic
lethality due to placental defects. The trophoblast cell lineage is relatively simple such that only two
major, terminally differentiated cell types appear: an “invasive trophoblast” cell subtype such as
extravillous cytotrophoblast cells in humans and trophoblast giant cells in mice, and a “transport
trophoblast” cell subtype that is a syncytium (syncytiotrophoblast) in humans and mice. These two
cell types also have been the focus of endocrinologists because they are the source of major placental
hormones. Understanding the transcriptional regulation of placental hormone genes has given insights
into the control of specificity of gene expression. Because most placental hormones are produced by
very specific trophoblast cell subtypes, the transcriptional details promise to give insights into
cell-subtype specification. The fields of developmental biology and molecular endocrinology appear
to be meeting on this common ground with the recent discovery of key transcription factors.
Specifically, the basic helix-loop-helix (bHLH) transcription factor Hand1 is essential for differen-
tiation of trophoblast giant cells in mice and also regulates the promoter for the giant cell-specific
hormone, placental lactogen I gene (Pl1). In contrast, formation of syncytiotrophoblast cells in mice
is controlled by a distinct genetic pathway that is governed by the Gcm1 transcription factor, a
homologue of theDrosophila glial cells missing gene. Human GCM1 has been shown to regulate the
activity of the placental-specific enhancer of the aromatase gene (CYP19), which is specifically
expressed in syncytiotrophoblast. Together, these findings imply that some key transcription factors
have the dual functions of controlling both critical cell fate decisions in the trophoblast cell lineage
and later the transcription of cell subtype-specific genes unrelated to development.

I. Introduction

Although we leave it behind at birth, the placenta is an amazing organ that
is essential for intrauterine development. It allows the embryo to implant into the
uterus and transports the nutrients and oxygen necessary for fetal growth. In
addition, it has a major endocrine function that helps to subvert and orchestrate
several maternal physiological systems that, together, further promote fetal
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growth and survival. These functions include promoting the growth of maternal
blood vessels to the implantation site and their dilation, suppression of the local
immune system, promoting mammary gland development and continued produc-
tion of progesterone from the corpus luteum (Linzer and Fisher, 1999; Cross et
al., in press). Failures in any one of these functions are associated with a range
of complications of human pregnancy, including missed abortion, miscarriage,
intrauterine growth restriction, and pre-eclampsia (Cross, 1996; Kingdom and
Kaufmann, 1997; Cross, 1999). Aside from these specific functional aspects,
study of the placenta gives insights into general aspects of developmental biology
that are applicable to other systems. Indeed, because of the relative simplicity of
the placental cell lineages, combined with the fact that the placenta is so sensitive
to genetic perturbation, the placenta is an attractive model system for under-
standing the control of stem cells, cell lineage, and cell-cell interactions (Cross,
2000; Hemberger and Cross, 2001).

The placenta is derived from two major cell lineages (Cross et al., 1994;
Cross, 2000). Trophectoderm of the blastocyst is the precursor to the trophoblast
cell lineage that will give rise to the epithelial parts of the placenta. Extra-
embryonic mesoderm gives rise to the stromal cells and blood vessels of the
placenta. In rodents and primates, the outer layer of the mature fetal placenta
consists of cells that are inherently invasive and associate with maternal blood
vessels (called extravillous cytotrophoblast cells in primates and trophoblast
giant cells in rodents). The innermost layer of the placenta consists of villous,
tree-like branches that provide a large surface area for nutrient and gas exchange
(called chorionic villi in primates and “ the labyrinth” in rodents). The villi are
covered with multinucleated syncytiotrophoblast (two layers in rodents) and also
contain trophoblast stem cells, stromal cells, and blood vessels. The middle layer
of the rodent and primate placenta consists of densely packed trophoblast cells
called cytotrophoblast cell columns in primates and the spongiotrophoblast layer
in rodents. Its function may simply be structural to support the underlying villi,
although the spongiotrophoblast cells in rodents secrete a number of polypeptide
hormones (Soares et al., 1996,1998; Linzer and Fisher, 1999). In addition, the
cells may represent a reserve of precursors of the invasive trophoblast population.
This idea is based on the observation, made in both human (Damsky et al.,
1992,1994) and murine (Carney et al., 1993) systems, that while trophoblast stem
cells spontaneously differentiate into their invasive derivatives in vitro, along the
way, they progress through a stage typical of the intermediate cell layer.

The differentiation of trophoblast stem cells to either “ invasive trophoblast”
or syncytiotrophoblast represents the fundamental, alternative cell fate decision
in the trophoblast lineage (Figure 1). Along the way to forming these two
different cell types, different genetic programs are initiated and include differ-
ences in hormone gene expression. One approach to understanding differences in
cell-differentiation programs at a genetic level has been to study the transcrip-
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tional mechanisms that regulate these trophoblast cell subtype-specific hormones.
This approach has been very successful in other systems. An example is Pit-1,
which was discovered for its ability to regulate pituitary hormone gene expres-
sion and later turned out to be essential for organ development as well (Andersen
and Rosenfeld, 2001). Several different hormone genes have been intensively
studied. For example, placental lactogen (Pl1 and Pl2) and several prolactin-
related protein genes are expressed exclusively by the trophoblast giant cell
subtype in rodents (Linzer and Fisher, 1999). Their promoters have been
intensively characterized in both transfected cells and transgenic mice (Shida et
al., 1992,1993; Vuille et al., 1993; Ma et al., 1997; Lin and Linzer, 1998; Sun
and Duckworth, 1999; Ma and Linzer, 2000). The Cyp19 gene, which encodes
the aromatase enzyme involved in estrogen biosynthesis, is an example of a gene
that is exclusively expressed in the syncytiotrophoblast cell subtype (Hinshel-
wood et al., 1995; Yamada et al., 1995,1999; Kamat et al., 1998,1999).
Curiously, while estrogen is produced by syncytiotrophoblast in the human
placenta, the mouse placenta does not make estrogen or express Cyp19. How-
ever, when transgenic mice are made using the human gene promoter, the
transgene is expressed in syncytiotrophoblast cells of the labyrinth (Kamat et al.,
1999). This implies that the mouse cells must have the transcription factors that
are necessary to regulate the gene appropriately. Why the endogenous mouse
Cyp19 gene is not expressed likely reflects differences with the human gene in
the gene sequence itself.

FIG. 1. Summary of the trophoblast cell lineage outlining the alternative differentiated
trophoblast cell fates and the expression of key regulatory transcription factors. � indicates that the
gene is expressed, whereas � indicates that the gene is not expressed.
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The alternative approach to finding transcription factors necessary for
development has been to simply clone new members of transcription factor
families that have an “evolutionary history” of regulating cell fate decisions
during development. Some of these gene families were first identified in lower
organisms such as Drosophila melanogaster. Such families include homeobox
and basic helix-loop-helix (bHLH) genes that encode “master” regulators of
development. We have taken this latter approach and have, as a result, identified
a transcription factor that underlies the development of trophoblast giant cells
(Hand1) and another critical for syncytiotrophoblast development (Gcm1) in
mice.

II. Molecular Basis of Placental Trophoblast Cell Development

A. TROPHOBLAST GIANT CELLS

Considerable genetic evidence indicates that bHLH transcription factors
function as cell-lineage determinants in a variety of cell lineages. This was first
demonstrated by studies of skeletal muscle development in mammals (MyoD,
Myogenin, Mrf4, Myf5), and in mesoderm (twist) and neuronal cell differentiation
in Drosophila (achaete-scute) (Olson, 1990; Jan and Jan, 1993; Olson and Klein,
1994). Members of the bHLH family are thought to function as heterodimers,
typically between the cell subtype-specific factors and the widely expressed E
proteins, such as E12/E47 (which are products of the E2A gene) (Murre et al.,
1991), HEB (Hu et al., 1992), and ITF2 (Henthorn et al., 1990). The ability of
cell subtype-specific factors to heterodimerize with E factors provided a func-
tional means of cloning new members of the family. Cloning of genes based on
such functional characteristics was revolutionized 10 years ago with the devel-
opment of two techniques that relied on protein-protein interaction properties of
gene products. Yeast two-hybrid screening relies on interactions of proteins in
transformed yeast cells. An alternative method based on phage expression of
target proteins, called “ interaction cloning,” uses a labeled bait protein to screen
the library (Blanar and Rutter, 1992). The advantage of the latter is that the
approach could be used with existing �gt11 or �-based cDNA libraries.

The Hand1 cDNA was cloned independently by three different groups and
was originally given the different names Hxt, eHand, and Thing1 (Cross et al.,
1995; Cserjesi et al., 1995; Hollenberg et al., 1995). Using an interaction cloning
approach with an E47 bait protein, Hand1 was isolated from a blastocyst stage
cDNA library (Cross et al., 1995). Later, it was shown that Hand1 mRNA is
expressed in trophoblast cells of the placenta and also in several structures of the
embryo proper (Cross et al., 1995; Cserjesi et al., 1995; Hollenberg et al., 1995).
The original blastocyst library was made using sheep blastocysts, yet a mouse
homologue was found to be expressed in mouse blastocysts and later the placenta
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(Cross et al., 1995). The choice of library was partly convenience, as a similar
mouse library was not available at the time. However, given the differences in
placental morphology among mammalian species (Wooding and Flint, 1994), the
selection of a bHLH factor that was expressed in both mouse and sheep increased
the level of stringency of the screen for factors important for fundamentally
conserved aspects of placental development. Most of the subsequent work has
concentrated on dissecting the functions of Hand1 using the mouse as a model
system.

The initial evidence that Hand1 might regulate the differentiation of trophoblast
giant cells came from the expression pattern of the gene during early mouse
development. At early post-implantation stages, Hand1 mRNA is not detectable by
in situ hybridization in trophoblast stem cells of the chorion layer. It appears to be
upregulated in the ectoplacental cone (the precursor to the spongiotrophoblast) and is
most highly expressed in the trophoblast giant cell layer surrounding the implanted
conceptus (Cross et al., 1995; Scott et al., 2000). This early pattern persists through
later stages of development such that Hand1 mRNA is detectable in spongiotropho-
blast and trophoblast giant cells. To test the function of Hand1, the gene was
overexpressed in Rcho-1 cells, a rat trophoblast tumor (choriocarcinoma) cell line. It
has the interesting property that the dividing cells will spontaneously differentiate
into postmitotic cells that eventually take on the morphological, cell-cycle, and
gene-expression profile characteristics of giant cells (Faria and Soares, 1991; Hamlin
et al., 1994; Cross et al., 1995; MacAuley et al., 1998). Because the rate of giant cell
transformation is normally relatively low when the cells are maintained under growth
conditions, it affords the opportunity to detect the effect of factors that promote giant
cell differentiation. Overexpression of Hand1 promotes cell proliferation arrest and
giant cell differentiation in transfected Rcho-1 cells (Cross et al., 1995). A similar
effect has been observed in primary trophoblast stem cell lines (I.C. Scott and J.C.
Cross, unpublished data).

The real test of Hand1 function was the generation of Hand1-deficient mice
through gene targeting. Embryos that are homozygous for a Hand1 null mutation
do not survive beyond embryonic day (E) 8.5–9.0 and, in terms of their overall
size, do not progress beyond E7.5–8.0 (Firulli et al., 1998; Riley et al., 1998).
The mutants are recognizable at E8.5 because of their overall reduced size, a
failure of the embryo proper to undergo its characteristic turning and blebbing of
the yolk sac. In the placenta, the ectoplacental cone is smaller than normal (Riley
et al., 1998). The outer layer of trophoblast cells, which should contain tropho-
blast giant cells, has several defects in the Hand1 mutants (Figure 2). First, the
outer layer has many fewer cells than normal and, as a result, the overall
conceptus is within a much smaller sac (Riley et al., 1998; Scott et al., 2000). The
number of cells present is not significantly different than the number of trophec-
toderm cells present at the blastocyst stage. Normally, this number increases as
new giant cells differentiate at the edge of the ectoplacental cone. Differences in
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gene-expression patterns are consistent with the conclusion that this secondary
differentiation does not occur (Riley et al., 1998). The second major difference
is that the trophoblast cells in the outer layer of the placenta, which are present
in the Hand1 mutants, failed to undergo the characteristic morphological giant
transformation (Riley et al., 1998; Scott et al., 2000). Therefore, Hand1 is
essential for trophoblast giant cell differentiation.

While Hand1 promotes differentiation of trophoblast giant cells, another
bHLH gene has the opposite effect. Mash2 is required for the maintenance of
giant cell precursors (Guillemot et al., 1994) and its overexpression in Rcho-1
cells prevents giant cell differentiation (Cross et al., 1995; Kraut et al., 1998;
Scott et al., 2000). Hand1 and Mash2 mRNA expression overlaps in the
ectoplacental cone and spongiotrophoblast, layers of the placenta that contain
giant cell precursors (Scott et al., 2000). This observation implies that the

FIG. 2. Summary of the development of Hand1 null mutant conceptuses at embryonic day (E)
4.5 and 8.0.
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opposing activities of Hand1 and Mash2 must be coordinated. Hand1 function is
required to turn off Mash2 mRNA expression coincident with trophoblast giant
cell differentiation (Riley et al., 1998). In addition, the Hand1 protein can
compete with Mash2 for binding to E proteins (Scott et al., 2000). Because
Mash2 must dimerize with an E protein in order to bind DNA and therefore
regulate transcription, this competition can titrate away Mash2 function. How-
ever, the Hand1 null mutant phenotype is not solely explained by ectopic activity
of Mash2, as the Hand1 mutant phenotype is not altered by further mutation of
Mash2 (Scott et al., 2000). Although the Hand1 protein dimerizes with E proteins
in vitro, the latter do not appear to be expressed in trophoblast giant cells (Scott
et al., 2000). This suggests that Hand1 likely dimerizes with some other factor(s)
in these cells. Candidates include Hand1 itself, since Hand1 can homodimerize
at least in vitro (Firulli et al., 2000; Scott et al., 2000). Another bHLH protein
encoded by the Stra13 gene is expressed in trophoblast giant cells (Boudjelal et
al., 1997) but its ability to interact with Hand1 has not been tested. The
complexity of the multiple potential bHLH protein interactions involving Hand1
has been one factor that has slowed the identification of Hand1 DNA recognition
site(s) and target genes. One likely scenario is that Hand1 complexed with
different partner proteins has different DNA binding specificities.

B. PLACENTAL VILLI AND SYNCYTIOTROPHOBLAST

While bHLH genes regulate the formation of trophoblast giant cells, no
bHLH genes have been discovered that directly regulate the differentiation of
syncytiotrophoblast cells or the villous structures of the labyrinth. The Mash2
and Hand1 genes are expressed focally within the labyrinth layer in mice but
neither pattern of expression is obviously localized to syncytiotrophoblast. While
we have found other bHLH factors that are expressed in the labyrinth (I.C. Scott,
K. Dawson, J.C. Cross, unpublished observations), none have shown syncytiotro-
phoblast-specific expression.

In looking for other transcription factors that control cell-fate decisions, we
became interested in the Gcm (for glial cells missing) gene family. In Drosophila,
Gcm mutants show a cell fate change in the nervous system such that precursor cells
that normally divide to give rise to neural and glial derivatives instead only give rise
to neurons (Wegner and Riethmacher, 2001). The gene name is slightly misleading
because the mutants also show defects in hemocyte development, implying that Gcm
regulates cell fate in general rather than specifies glial cell fate. The first reports
describing attempts to identify mammalian homologues of Gcm revealed two genes
in both mice and humans that were called Gcm1/Gcm-a and Gcm2/Gcm-b (Akiyama
et al., 1996; Altshuller et al., 1996; Kim et al., 1998). The initial published report
indicating that Gcm1 mRNA was only detected in the placenta, based on northern
blotting (Altshuller et al., 1996), prompted further investigation. It soon was discov-
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ered that expression of Gcm1 in the mouse placenta is confined to the labyrinth layer
(Kim et al., 1998; Basyuk et al., 1999), including syncytiotrophoblast cells (Basyuk
et al., 1999). Expression initiates at the time that the labyrinth first begins to form at
E8.5 and persists as long as the labyrinth grows through repeated branching
morphogenesis (Basyuk et al., 1999).

Detailed mRNA expression analysis has shown that Gcm1 gene expression
is initiated around E8.0–8.5 in small clusters of cells within the chorion layer
that otherwise contains trophoblast stem cells (Anson-Cartwright et al., 2000).
These Gcm1 expressing cells are found at sites where the chorionic plate folds to
form branches, regions where syncytiotrophoblast differentiation also begins.
Both the initiation of chorioallantoic branching (Figure 3) and the formation of
syncytiotrophoblast are blocked completely when Gcm1 function is ablated
(Anson-Cartwright et al., 2000). As a result, the labyrinth layer of the placenta
does not form in Gcm1 null mutants and the chorion layer persists (Anson-
Cartwright et al., 2000; Schreiber et al., 2000). Without the labyrinth, the
embryos die around E10. Given that Gcm in the Drosophila nervous system

FIG. 3. Summary of the development of Gcm1 null mutant conceptuses between embryonic day
(E) 8.0 and 10.5.

228 JAMES C. CROSS ET AL.



regulates a cell-fate change, it is interesting to consider what happens in the
Gcm1-deficient mice and whether the phenotype can be interpreted in a similar
way. Because the chorionic trophoblast cell lineage has not been described in
detail, this is a matter for speculation only. However, a reasonable hypothesis is
that Gcm1 is required for trophoblast cells to “choose” a syncytiotrophoblast fate
rather than remain as stem cells.

III. Transcription Factors Controlling Development Also Regulate
Placental Hormone Production

Both Hand1 and Gcm1 were discovered as orphan transcription factors in the
sense that, although their DNA-binding specificities were learned early on, their
biologically important target genes remain largely unknown. It is safe to say that this
is true for the vast majority of transcription factors that have been described. The
criteria that prove that a transcription factor is an important and direct regulator of a
gene are 1) the transcription regulatory regions of the gene should contain binding
sites for the factor, 2) selective mutation of the binding site should alter gene
expression, and 3) gene expression should be similarly reduced in mutants lacking
the transcription factor. Trophoblast subtype-specific hormone genes fulfill some of
these criteria and suggest them as target genes of Hand1 and Gcm1.

The mouse Pl1 gene (encoding the prolactin-like hormone, placental lacto-
gen I) is specifically expressed in trophoblast giant cells (Faria et al., 1991). The
expression of Pl1 mRNA is dramatically reduced in Hand1 mutants, indicating
that Pl1 is genetically downstream of Hand1 (Firulli et al., 1998; Riley et al.,
1998). Because Hand1 mutants show other abnormalities in giant cell differen-
tiation, the reduced expression in the mutants could be indirect. However, the
mouse Pl1 promoter contains a variant E-box-like element (Figure 4) that
conforms to the consensus site to which Hand1/E47 dimers can bind (Hollenberg
et al., 1995). Although a point mutation of this site has not been tested, deletion
of a 86-bp region of the promoter (between �274 and �188 relative to the
transcription start site) that encompasses this element results in a reduction in
overall promoter activity in transfected Rcho-1 trophoblast giant cells (Figure 4)
(Shida et al., 1993). Co-transfection of Hand1 expression vector with a Pl1
promoter/reporter gene construct results in dose-dependent transactivation (Fig-
ure 4) (Cross et al., 1995; Scott et al., 2000). Deletion of the promoter between
�274 and �188 prevents transactivation by Hand1 (Cross et al., 1995). These
data suggest that Hand1 likely regulates Pl1 gene promoter activity directly. It is
important to note, however, that Hand1 must not provide cell-type specificity to
Pl1 transcription on its own because the Hand1 gene is expressed in other cells
and tissues where Pl1 is not. For example, in the trophoblast lineage, Hand1 is
expressed in the ectoplacental cone/spongiotrophoblast (Cross et al., 1995; Scott
et al., 2000). It is likely that Hand1 interactions with other trophoblast subtype-
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specific transcription factors together provide the specificity to Pl1 gene expres-
sion. These other factors could include Gata factors (Ng et al., 1994) and/or the
bHLH factor Stra13 (Boudjelal et al., 1997).

In contrast to the directed studies aimed at making a connection between Hand1
and Pl1 transcription, the Gcm1 transcription factor has been associated with
regulation of the Cyp19 gene but by a more indirect route. In characterizing the
Cyp19 promoter by conventional molecular and biochemical means, Yamada and
colleagues localized a critical regulatory element to a short region of DNA desig-
nated TSE2 (Yamada et al., 1999). The TSE2 element was used in a one-hybrid
screen in which DNA sequences are employed as the bait to identify transcription
factors able to bind it. This screen identified a single cDNA clone from a human
placental cDNA library that turned out to encode GCM1. In retrospect, the critical
regulatory element fit the known consensus for a Gcm1/GCM1-binding element
(Schreiber et al., 1997,1998). Yamada also showed that a similar DNA sequence was
present in the placental enhancer of the leptin gene (Yamada et al., 1999). What is
obviously missing from the analysis is proof that Gcm1/GCM1 is critical for
transcriptional regulation of Cyp19 and Leptin but the data thus far appear quite
compelling.

IV. Conclusions

How do we interpret the observations that, while the Hand1 and Gcm1
transcription factors are critical for development of distinct trophoblast cell subtypes,
they also appear to regulate cell subtype-specific genes? In the case of the hormone
genes implicated to date, it seems unlikely that their function underlies the develop-
mental roles of their transcriptional regulators. A more likely explanation is simply
that what has been observed in other systems holds true in trophoblast cells as well:
transcription factors controlling cellular development have ongoing effects in the
same cells to regulate the transcription of genes whose function is peculiar to those
cells. Not so many years ago, it was argued that studying the promoters of cell
type-specific genes, as a means of getting insights into transcription factors that
control cell fate, would be an endless road. As regulators would be identified, the
search would turn to “the regulators of the regulators,” and so on. If the Pl1 and
Cyp19 genes are any indication, however, the procession from key transcription
factor to cell type-specific gene may be much less complex and, indeed, can occur in
a single step without need for a cascade of gene-induction events. With the discovery
that the human genome may contain many fewer genes than originally thought, in
retrospect, it may make sense that regulatory networks would involve fewer steps.
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ABSTRACT

The menopause marks the end of a woman’s reproductive life. During the postmenopausal period,
plasma estrogen concentrations decrease dramatically and remain low for the rest of her life, unless she
chooses to take hormone replacement therapy. During the past 20 years, we have learned that changes in
the central nervous system are associated with and may influence the timing of the menopause in women.
Recently, it has become clear that estrogens act on more than just the hypothalamus, pituitary, ovary, and
other reproductive organs. In fact, they play roles in a wide variety of nonreproductive functions. With the
increasing life span of humans from approximately 50 to 80 years and the relatively fixed age of the
menopause, a larger number of women will spend over one third of their lives in the postmenopausal state.
It is not surprising that interest has increased in factors that govern the timing of the menopause and the
repercussions of the lack of estrogen on multiple aspects of women’s health. We have used animal models
to better understand the complex interactions between the ovary and the brain that lead to the menopause
and the repercussions of the hypoestrogenic state. Our results show that when rats reach middle age, the
patterns and synchrony of multiple neurochemical events that are critical to the preovulatory gonado-
tropin-releasing hormone (GnRH) surge undergo subtle changes. The precision of rhythmic pattern of
neurotransmitter dynamics depends on the presence of estradiol. Responsiveness to this hormone
decreases in middle-aged rats. The lack of precision in the coordination in the output of neural signals
leads to a delay and attenuation of the luteinizing hormone surge, which lead to irregular estrous cyclicity
and, ultimately, to the cessation of reproductive cycles. We also have examined the impact of the lack of
estrogen on the vulnerability of the brain to injury. Our work establishes that the absence of estradiol
increases the extent of cell death after stroke-like injury and that treatment with low physiological levels
of estradiol are profoundly neuroprotective. We have begun to explore the cellular and molecular
mechanisms that underlie this novel nonreproductive action of estrogens. In summary, our studies show
that age-related changes in the ability of estradiol to coordinate the neuroendocrine events that lead to
regular preovulatory GnRH surges contribute to the onset of irregular estrous cycles and eventually to
acyclicity. Furthermore, we have shown that the lack of estradiol increases the vulnerability of the brain
to injury and neurodegeneration.

I. Introduction

Women undergo the menopause at approximately 51 years of age. The
timing of this dramatic physiological change has remained essentially constant
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since records have been kept. The menopause occurs at the time of the exhaustion
of the ovarian follicular reserve. Since the ovarian follicles are not only the
source of germ cells but also are the primary source of estrogens, plasma estrogen
concentrations drop precipitously during the postmenopausal years and remain
low for the remainder of a woman’s life, unless she chooses to take hormone
replacement therapy (HRT). Thus, the end of the reproductive life has far-
reaching implications for women because they become permanently hypoestro-
genic at this time. In recent years, we have come to appreciate that estrogens are
not only reproductive hormones but also pleiotropic hormones that play roles in
a wide variety of nonreproductive functions as disparate as bone and mineral
metabolism (Lindsay, 1996; Manolagas, 2000; Compston, 2001), memory and
cognition (Fillit, 1994; Erkkola, 1996; Sherwin, 1996,1999), cardiovascular
function (Wild, 1996; Matthews et al., 2000; Mendelsohn, 2000; Stevenson,
2000; Losordo and Isner, 2001), and the immune system (Jansson and Holmdahl,
1998; Ahmed and Hissong, 1999). With the substantial increase in the average
life span of humans from approximately 50 to 80 years that occurred during the
last century, and the relatively fixed age of the menopause, the number of women
who will spend over one third of their lives in the postmenopausal state has
increased dramatically. It is not surprising, then, that an increasing number of
clinical and basic science researchers have focused their efforts on understanding
reproductive aging, since it has become increasingly important to understand the
factors that drive the menopausal transition. A number of excellent reviews that
discuss the role of the brain in female reproductive aging have appeared during
the past 10 years (Lu et al., 1994; Wise et al., 1997; Rubin, 2000; Lapolt and Lu,
2001). This review focuses primarily on our work; however, we have benefited
immensely from the studies of our colleagues and will cite them in appropriate
places. It should be noted that a better understanding of the mechanisms
regulating female reproductive aging will be important to gerontologists because
the female reproductive system undergoes senescence relatively early during the
aging process, in the absence of pathological changes that often confound
gerontological studies. Therefore, we hope that concepts derived from our
understanding of the aging reproductive system may shed light on the process of
the biology of aging of other systems (Kirkwood, 1998).

II. The Central Nervous System Plays an Important Role in Female
Reproductive Aging

Our studies have focused on the influence of changes in the central nervous
system (CNS) on female reproductive aging and the repercussions of hypoestro-
genicity on the brain. For many years, it was accepted that reproductive aging –
and, in particular, the menopause in women – resulted simply from the depletion
of the postmitotic pool of ovarian follicles that is set down during embryonic
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development (vom Saal et al., 1994). It was thought that CNS changes that
accompany the menopause were merely a consequence of declining ovarian
function. More recently, investigators have realized that the brain plays an
important role in the sequence of events leading to reproductive senescence. It
appears that the temporal patterns of neural signals undergo subtle but important
changes during middle age in both women and animal models, before the
cessation of reproductive cycles, and that these changes may accelerate the loss
of follicles leading to the menopause.

These conclusions are based predominantly upon studies performed in
rodent models. Therefore, one must ask whether experimental results using
animal models of reproductive senescence will improve our understanding of the
human menopause. This remains controversial, with advocates on both sides of
this lively discussion. On the one hand, since rodents do not undergo a real
menstrual cycle, by definition, they do not undergo a true ‘meno-pause.’
Arguments that rodents are not good models of the human menopause are based
on two important observations. First, in postmenopausal women, plasma gonad-
otropin levels are high; whereas in aged acyclic, repeatedly pseudopregnant rats,
they remain relatively normal, despite substantial decreases in estradiol in both
species (for a review, see Wise, 2000). This suggests that decreased estrogen
secretion is paramount to the postmenopausal state and hypothalamic influences
may not be as critical in the human female. In contrast, hypothalamic influences
are paramount to the postreproductive state in rodents: ovaries of young rodents
transplanted into old hosts fail to cycle normally, whereas ovaries of old rodents
transplanted into young hosts respond to neuroendocrine signals and reproduc-
tive cyclicity is restored. However, the regularity of the cycle is not totally
restored (Peng and Huang, 1972; Felicio et al., 1983). Second, it has been
suggested that the temporal dynamics of loss of the ovarian follicular reserve are
fundamentally different in women, compared to rodents. However, we would
contend that thorough study and careful analysis of the rate of loss of primordial
follicles have not been performed in rodents the way they have been in humans
(Faddy et al., 1983; Richardson et al., 1987).

Despite these differences between older postmenopausal women and older
acyclic rats, striking parallels exists between middle-aged female rats and pre-
and perimenopausal women. First, the sentinel event that heralds impending
reproductive decline in both humans and rats is a rise in follicle-stimulating
hormone (FSH) concentrations (DePaolo, 1987; Klein et al., 1996). In humans,
the change is prominent during the periovulatory phase of the menstrual cycle. In
a similar manner, middle-aged rats exhibit elevated FSH levels during estrous
afternoon. Second, the pattern of luteinizing hormone (LH) secretion changes in
both perimenopausal women and middle-aged rats as they enter the transition to
acyclicity. Controversy exists as to the changes in pulsatile LH release in pre- and
perimenopausal women. A report by Matt et al. (1998) shows that, in regularly
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cycling, middle-aged women, the duration of LH pulses increases and the
frequency of pulses decreases. To our knowledge, the work of Matt and
colleagues is the only study performed in regularly cycling, premenopausal
women. None of the other studies in humans have controlled for changing cycle
length during the perimenopausal period when they monitored LH pulses. This
may underlie the discrepancy among studies in humans. These results mirror the
changes that we observed in middle-aged, regularly cycling rats (Scarbrough and
Wise, 1990). Third, menstrual cycle length in women and estrous cycle length in
rats become highly variable (Sherman et al., 1976; Fitzgerald et al., 1994).
Cycles of increased and decreased length have been reported in women between
the ages of 37–45 years, as they enter the perimenopausal transition. Likewise,
rats exhibit highly variable estrous cycles, with prolonged periods of estrus or
diestrus between each preovulatory LH surge. Fourth, although the postmeno-
pausal period is characterized by extremely low levels of estradiol, several
studies (Klein et al., 1996; Santoro et al., 1996) have shown that estradiol
concentrations do not decrease during the pre- and perimenopausal period but, in
fact, remain normal or are elevated. These new findings are strikingly similar to
what has been observed in middle-aged rats as they enter the transition to
irregular cyclicity (Butcher and Page, 1981; Lu, 1983). Finally, the ability of
estradiol to induce LH surges is attenuated in both perimenopausal women and
middle-aged rats. Van Look and colleagues (1977) showed that estradiol was
able to induce LH surges of attenuated amplitude in only a small portion of the
women studied. This parallels precisely the changes that we observed in middle-
aged rats (Wise, 1984). For all these reasons, we believe that rodents serve as
excellent models in which to examine the factors that initiate the process of
reproductive aging during middle age. We assume that information gained from
these species can be extrapolated to humans and will allow us to uncover and
explore concepts that can be generalized to human reproductive aging.

III. Changes in the Pattern of Gonadotropin Secretion Reflect Changes in
Hypothalamic GnRH Input

We (Wise, 1982a) and other investigators (van der Schoot, 1976; Lu, 1983;
Nass et al., 1984) established that one of the earliest changes that occurs during
middle age is in the secretion pattern of the preovulatory LH and FSH surge. In
rats that had not exhibited any change in estrous cycle length and still maintained
normal, regular, 4-day estrous cycles, we observed a consistent delay in the onset
of the LH surge and attenuation in peak concentrations (Figure 1). These changes
occur at an age when we could not detect any changes in the responsiveness of
the pituitary gland to GnRH. Therefore, we asked: do GnRH neurons change
during the middle-aged period, leading to alterations in the ability to drive LH
secretion? Methods to directly quantitate changes in the secretion pattern of
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GnRH have been problematic, since the hormone is not detectable in peripheral
blood, GnRH neurons are few in number, and are distributed diffusely in the
anterior preoptic region of the hypothalamus. Instead, investigators have used
immunocytochemical methods to determine the number of GnRH neurons and
the percentage that are activated. Expression of immediate early genes (e.g., Fos)
by individual neurons has been used as a marker of increased neuronal activity
(Hoffman et al., 1993). Therefore, we used this method to test whether alterations
in the timing and amplitude of the proestrous LH surge involve alterations in the
activation of GnRH neurons. In these studies, we have never detected any
age-related change in the number of GnRH neurons (Lloyd et al., 1994; Krajnak
et al., 2001). However, the number of GnRH neurons that express Fos during the
proestrous LH surge decreased dramatically in middle-aged, regularly cycling
rats (Figure 2). These results have been confirmed and extended using three-
dimensional reconstructions of the forebrain populations of GnRH neurons in
young and middle-aged rats (Rubin et al., 1995). Our studies strongly suggest
that the pattern of afferent input to GnRH neurons changes during the early stages
of reproductive aging. It should be noted that additional changes in GnRH
activity have been reported by investigators who have utilized rats that have
reached more advanced stages of reproductive senescence, particularly during
times of increased demand on the population of GnRH neurons. These changes
include decreased in vivo output of GnRH in conjunction with the steroid-
induced LH surge using push-pull perfusion (Rubin and Bridges, 1989) and
decreased LH pulse frequency and amplitude in ovariectomized rats (Scarbrough

FIG. 1. The luteinizing hormone (LH) surge is blunted and delayed in middle-aged, compared
to young, rats. Young and middle-aged regularly cycling rats were sequentially bled from right atrial
cannulae during the day of proestrus. Plasma was radioimmunoassayed for LH. The first significant
increase in LH was delayed by 1 hour and attenuated significantly in middle-aged rats.
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and Wise, 1990). In addition, investigators have observed a decline in pituitary
GnRH receptor mRNA (Rubin and Jimenez-Linan, 1999) and binding (Marchetti
and Cioni, 1988), which are regulated by the pattern of pulsatile GnRH secretion.
These age-related receptor changes are likely to lead to decreased responsiveness
to GnRH (Smith et al., 1982; Hogg et al., 1992; Brito et al., 1994).

IV. Changes in the Temporal Pattern and Synchrony of Neurotransmitter
Input May Alter the Pattern of GnRH Secretion

The pattern of preovulatory GnRH secretion is determined by afferent input
from multiple neurotransmitters and neuropeptides. Over the past 50 years,
researchers have come to recognize the complexity of the signaling system that
ultimately leads to the GnRH surge. We continue to add to the list of neuro-
transmitters and neuropeptides that modulate the pattern of GnRH secretion. The
hierarchy of modulators is still unclear. Indeed, it is not clear whether a single
neurotransmitter is essential or whether there is plasticity in the repertoire of
neurotransmitters that can participate or substitute for one another in the gener-
ation of the GnRH surge. Data favor the latter possibility: there is remarkable
redundancy and plasticity in the ensemble of factors that influences GnRH
secretion. Together, they insure the maintenance or reappearance of LH surges
when one of the players is disrupted. Thus, Clifton and Sawyer (1979) found that

FIG. 2. Percent of gonadotropin-releasing hormone (GnRH) neurons that express Fos during the
proestrous LH surge decreases with age. Young and middle-aged rats regularly cycling rats were
perfused with paraformaldehyde and their brains sectioned for dual immunocytochemical localization
of GnRH and Fos. Age significantly decreased the level of activation of GnRH neurons. [Reprinted
with permission from Lloyd JM, Hoffman GE, Wise PM 1994 Decline in immediate early gene
expression in gonadotropin-releasing hormone neurons during proestrus in regularly cycling, middle-
aged rats. Endocrinology 134:1800–1805. Copyright The Endocrine Society.]
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disruption of the catecholaminergic input to GnRH neurons halts estrous cyclic-
ity but only temporarily, suggesting that, when necessary, other inputs are able
to replace the important role that catecholamines normally play in GnRH
secretion. It is clear that the synchrony, timing, and interplay among the multiple
neural signals are required to insure that the proper timing and amplitude of
preovulatory LH surges is maintained.

In an elegant and seminal series of studies beginning over 50 years ago,
Everett and Sawyer (Everett et al., 1949; Sawyer et al., 1949; Everett and
Sawyer, 1950,1953) showed that if the neural signals that regulate the LH surge
are delayed by even 2 hours, the surge is delayed by an entire day, occurring at
the proper time 24 hours later. Thus, these studies implicated that a circadian
pacemaker regulates the precise timing of the events leading to the LH surge and
the exact timing of the surge itself. Thus, the daily rhythmicity in the activity of
neural events serves as a foundation for the orderly timing of the GnRH surge and
hence the preovulatory release of LH. Over the past several years, we have
examined whether the diurnal rhythm in various aspects of neural activity is
altered in middle-aged rats as they begin the transition to reproductive senes-
cence. We measured the diurnal rhythm of monoamine turnover rates (Wise,
1982b; Cohen and Wise, 1988), neurotransmitter receptor densities (Weiland and
Wise, 1990), and neuropeptide mRNAs (Weiland et al., 1992; Cai and Wise,
1996; Krajnak et al., 1998; M.J. Smith, A.B. Cashion, L. Jennes and P.M. Wise,
unpublished observations). The clear theme that emerges is that virtually all of
the rhythms are dampened or altered when female rats are middle aged and begin
the transition to irregular estrous cycles. Often, the attenuation in rhythmicity
was progressive and changes were more exaggerated as animals aged. The
change in rhythmicity of any single neurotransmitter must be considered subtle,
since the overall average often did not change. Investigators who measure these
endpoints at only one time of day would be unlikely to detect a significant
age-related change. Yet, together, disruption of the synchrony and coordination
of multiple neural signals that govern the precise timing of GnRH secretion may
ultimately lead to profound changes in the ability of rats to maintain regular
reproductive cyclicity.

Until very recently, we thought that deterioration in the integrity of the
circadian biological clock, which is located in the suprachiasmatic nuclei (SCN)
in mammals, may underlie the desynchronization of multiple rhythms (Wise et
al., 1988,1997). However, our newest findings suggest that we must modify our
thinking. We tested our hypothesis by measuring the rhythm of key neuropep-
tides in the SCN. We reasoned that if aging involves a change in the integrity of
the SCN itself and all its essential elements (i.e., inputs, oscillators, outputs), the
pattern of expression of all critical neuropeptides of the SCN would be affected.
On the other hand, if only some of the components of the clock are affected with
age, we might observe differential effects on these neuropeptides. We measured
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the rhythm of gene expression of two key functionally critical neuropeptides
heavily expressed in the SCN: vasoactive intestinal polypeptide (VIP) and
arginine vasopressin (AVP) (Krajnak et al., 1998). VIP neurons are located
primarily in the ventrolateral aspect of the SCN, where they receive direct retinal
input (Ibata et al., 1989). The rhythmic expression of VIP mRNA and protein
depends upon exposure to the light/dark cycle (Albers et al., 1990). Therefore,
this neuropeptide is likely to convey time-of-day information to efferent targets
in different regions of the brain. In contrast, AVP neurons are predominantly
located in the dorsomedial portion of the SCN. The 24-hour rhythm in its gene
and peptide expression is endogenous and does not depend upon the light/dark
cycle for its existence. The AVP rhythm, therefore, serves as a marker of the
integrity of the SCN (Gillette and Reppert, 1987). Both VIP and AVP neurons
relay circadian information to several regions of the brain by sending efferent
projections to diverse regions of the brain, including the rostral preoptic area,
where they may influence GnRH neurons or other neurotransmitters that regulate
GnRH secretion (Harney et al., 1996; van der Beek et al., 1999; Smith et al.,
2000; Krajnak et al., 2001). Our results were clear – and surprising. As expected,
VIP and AVP mRNA levels exhibited a 24-hour rhythm in young females.
Furthermore, the rhythm in VIP mRNA disappeared by the time animals were
middle aged (Figure 3). In marked contrast, the AVP mRNA rhythm was totally
unaffected with age: the rhythm and overall level of mRNA were the same in

FIG. 3. VIP mRNA levels/cell in young and middle-aged ovariectomized, estradiol-treated rats
as measured by in situ hybridization exhibits age-related changes in rhythmicity. Young, middle-
aged, and old rats were killed at 7 times of day over a 24-hour period. Young rats exhibited a diurnal
rhythm in gene expression. The rhythm was no longer detectable in middle-aged or old rats.
[Reprinted from Krajnak K, Kashon ML, Rosewell KL, Wise PM 1998 Aging alters the rhythmic
expression of vasoactive intestinal polypeptide mRNA, but not arginine vasopressin mRNA in the
suprachiasmatic nuclei of female rats. J Neurosci 18:4767–4774.]
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young, middle-aged, and old rats, both in terms of the amount of mRNA/cell
(Figure 4) and the number of cells expressing AVP mRNA. This was the first
time that we had observed the preservation of a neural rhythm in middle-aged
rats. Based on these results, we concluded that the integrity of the entire
biological clock does not deteriorate in a unified manner; instead, age differen-
tially influences various components of the SCN.

The disappearance of the rhythm in VIP expression in the SCN is particu-
larly intriguing, since this neuropeptide may play a uniquely important role in
conveying time-of-day information directly to GnRH neurons. We hypothesized
that the decrease in VIP levels in the SCN and the disappearance of its rhythm
may lead to the delay in the timing of the LH surge and the attenuation in its
amplitude. To test this possibility, we suppressed the level and rhythm of VIP by
administering antisense oligonucleotides to VIP directed at the SCN of ovariec-
tomized, estradiol-treated rats and assessed the effect on the LH surge (Harney et
al., 1996). Peak LH concentrations during the surge were delayed and attenuated
in antisense-treated animals, compared to random, oligo-treated control rats, in a
manner that was strikingly similar to that observed previously in middle-aged
rats (Figure 5). Similar results have been obtained using administration of VIP
antisera intracerebroventricularly to ovariectomized, estradiol-treated rats (van
der Beek et al., 1999). More recently, we determined whether aging alters the
innervation of GnRH neurons by VIP and/or the ability of VIP to activate GnRH

FIG. 4. Arginine vasopressin (AVP) mRNA levels/cell in young and middle-aged ovariecto-
mized, estradiol-treated rats as measured by in situ hybridization exhibits age-related changes in
rhythmicity. Brain sections from the same young, middle-aged, and old rats were used to measure
AVP and vasoactive intestinal peptide (VIP) (see Figure 3). The diurnal rhythm was identical in all
age groups. [Reprinted from Krajnak K, Kashon ML, Rosewell KL, Wise PM 1998 Aging alters the
rhythmic expression of vasoactive intestinal polypeptide mRNA, but not arginine vasopressin mRNA
in the suprachiasmatic nuclei of female rats. J Neurosci 18:4767–4774.]
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neurons by examining the effects of aging on the number of GnRH neurons
apposed by VIP fibers and the number of GnRH neurons that receive VIP input
that express Fos. Using triple-label immunocytochemistry for GnRH, VIP, and
Fos in young and and middle-aged females, we quantified the number of GnRH
neurons, GnRH neurons apposed by VIP fibers, and the number of GnRH
neurons that express Fos that are apposed by VIP fibers. Our results clearly
demonstrate that aging does not alter the number of GnRH neurons that receive
VIP innervation. However, the number of GnRH neurons that receive VIP
innervation and co-express Fos decreases significantly (Krajnak et al., 2001)
(Figure 6). Immunocytochemical methods and light microscopy did not allow us
to evaluate whether VIP acted directly upon GnRH neurons or through another
neurotransmitter. However, several lines of evidence suggest that the communi-
cation between VIP and GnRH neurons is direct. 1) Using triple-label immuno-
fluorescence to simultaneously localize GnRH, VIP, and VIP2 receptor protein,
we showed that about 40% of all GnRH neurons analyzed contain VIP2 receptor
immunoreactivity and that VIP-containing processes were seen in close apposi-
tion to a significant number of VIP2 receptor-positive GnRH neurons (Smith et
al., 2000). 2) Horvath and colleagues demonstrated synaptic contacts between
VIP- and GnRH-containing neurons (Horvath et al., 1998). 3) Lesions of the

FIG. 5. The steroid-induced LH is blunted and delayed in rats that were treated with antisense
oligos to VIP or control scrambled oligos directly at the suprachiasmatic nucleus (SCN). Ovariec-
tomized, estradiol-treated young rats were administered antisense or scrambled oligos and sequen-
tially bled. The steroid-induced surge of LH exhibited changes that are remarkably like those
observed during aging. [Reprinted with permission from Harney JP, Scarbrough K, Rosewell KL,
Wise PM 1996 In vivo antisense antagonism of vasoactive intestinal peptide in the suprachiasmatic
nucleus causes aging-like changes in the estradiol-induced LH and prolactin surge. Endocrinology
137:3696–3701. Copyright The Endocrine Society.]
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SCN indicate the presence of direct, VIP-containing projections to GnRH
neurons (van der Beek et al., 1993). Together, these findings provide further
support for a direct, VIP-containing pathway from the SCN to GnRH neurons
and indicate that VIP can communicate directly with GnRH neurons. Further-
more, it appears that the age-related delay in the timing of the LH surge is not due
to a change in VIP innervation of GnRH neurons but instead may result from a
decreased sensitivity of GnRH neurons to VIP input.

FIG. 6. (A) Number of GnRH-immunopositive neurons per section; (B) percent of GnRH and
VIP-immunopositive neurons; (C) percent of GnRH and Fos-immunopositive neurons; and (D)
percent of GnRH, Fos, and VIP immunoreactive neurons in the preoptic area of young and
middle-aged females during the peak of a steroid-induced LH surge exhibit age-related changes.
Aging is associated with no change in the number of GnRH immunopositive neurons or the percent
of GnRH and VIP immunopositive neurons. However, percent of activated GnRH neurons and the
percent of activated GnRH that were closely apposed to VIP neurons decreased with age. [Reprinted
from Krajnak K, Rosewell KL, Wise PM 2001 Fos-induction in gonadotropin-releasing hormone
neurons receiving vasoactive intestinal polypeptide innervation is reduced in middle-aged female rats.
Biol Reprod 64:1160–1164.]
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V. Aging Influences the Balance Between Stimulatory and Inhibitory
Neural Inputs to GnRH Neurons

The ultimate pattern of GnRH release is governed by the orchestration of
stimulatory and inhibitory inputs. Most work has focused on stimulatory side of
the balance sheet, since, clearly, this is critical to the GnRH surge. Most recently,
investigators have focused attention on the possible role of decreased glutamate
input to GnRH neurons in aging rats (Zuo et al., 1996; Gore et al., 2000a,b), since
glutamate is a neurotransmitter that exerts important direct stimulatory effects on
GnRH neurons (Brann, 1995; Eyigor and Jennes, 1996). However, we are
beginning to appreciate more deeply that the amplitude and timing of the
preovulatory LH surge depends upon a decrease in inhibitory tone (Akabori and
Barraclough, 1986a,b; Smith and Gallo, 1997). Opioid peptides and gamma
aminobutyric acid (GABA) are critical inhibitory neurotransmitters that normally
restrain GnRH secretion during the estrous cycle. A decrease in their activity
normally occurs on proestrous afternoon, permitting stimulatory factors to
maximally influence GnRH neurons. Researchers have found that, unless the
inhibitory inputs to GnRH neurons are suppressed, the effects of norepinephrine
and other stimulatory factors do not result in LH surges of normal amplitude or
timing (for a review, see Kalra and Kalra, 1984). In addition, pharmacological
blockade of the inhibitory tone early on proestrus results in a premature LH
surge. We currently are examining the diurnal rhythm of preprodynorphin
mRNA levels in young and middle-aged proestrous rats to determine whether the
rhythm of this neuropeptide is altered and whether its activity increases in
middle-aged rats and may contribute to the diminished LH surge (M.J. Smith,
A.B. Cashion, L. Jennes, and P.M. Wise, unpublished observations). Preliminary
data (Figure 7) demonstrate that, in young proestrous rats, preprodynorphin
mRNA levels decrease prior to the LH surge, decreasing inhibitory tone and
possibly allowing stimulatory factors to be maximally effective. In middle-aged
rats, the diurnal rhythm is no longer detectable and overall mRNA levels are
higher, compared to young controls. Thus, it is possible that the inhibitory tone
that dynorphin communicates to GnRH neurons is amplified in middle-aged rats
and does not subside to allow stimulatory factors to act. This could contribute to
the attenuated and delayed preovulatory surge observed in middle-aged animals.
We currently are examining whether GABAergic tone also may increase with
age. This is another important inhibitory neuropeptide that communicates di-
rectly with GnRH neurons (Petersen et al., 1993) and exerts an important
inhibitory tone on GnRH secretion. The role of this inhibitory neurotransmitter
may be particularly important, since estradiol’ s actions on GABA may regulate
cyclic morphological changes in astrocytes (Tranque et al., 1987; Parducz et al.,
1993; Mong et al., 1999). These changes in the stellation of astrocytes on
proestrus may then affect ensheathment of neurons, including possibly GnRH
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neurons (Cashion et al., 2001), leading to changes in the ability of neurotrans-
mitters to communicate with each other to coordinate the GnRH surge.

VI. Estradiol Is a Neuroprotective Factor

Recently, many researchers have focused their attention on the nonrepro-
ductive protective actions of estrogen. Aging and the menopause involve the
gradual depletion of the ovarian follicular reserve and, with it, a decrease in
plasma levels of estradiol. Since women will be spending a considerable portion
of their lives in a hypoestrogenic state, the potential that women will be more
vulnerable to neurodegenerative diseases and injury, due to the lack of estrogen,
becomes even more important to understand. Numerous recent reviews provide
excellent documentation of the many experimental and clinical circumstances in
which estrogens provide profound protection against neuronal cell death (Green
and Simpkins, 2000; Hurn and Macrae, 2000; Roof and Hall, 2000; Garcia
Segura et al., 2001; Wise et al., 2001a,b). We will focus on our studies in this
emerging area of interest.

We reported that low physiological levels of estradiol replacement dramat-
ically decrease the degree of brain injury and cell death in an animal model of
cerebrovascular stroke (Dubal et al., 1998). When we occlude the middle
cerebral artery (MCAO) and permanently decrease blood flow to approximately
50% of normal, both the cerebral cortex and striatum undergo cell death.

FIG. 7. Preprodynorphin mRNA levels are higher and lack rhythmicity in middle-aged
compared to young rats on proestrus. Young and middle-aged rats were killed at 0300 and 1200h on
proestrus. Brains were prepared for in situ hybridization. Preprodynorphin mRNA was analyzed in
the anteroventral periventricular nucleus (AVPV). Overall levels of gene expression are elevated and
the rhythm is no longer detectable by the time rats reach middle age.
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Ovariectomized rats are particularly vulnerable to injury and exhibit progressive
infarction that evolves over a 24-hour period. Replacement with estradiol, to
levels that mimic those which normally occur during the estrous cycle, results in
profound protection of the cortex but not the striatum. Interestingly, middle-aged
rats were equally responsive to the protective actions of estradiol (Dubal and
Wise, 2000) (Figure 8). Our findings that estradiol replacement exerts equivalent
neuroprotection in young and middle-aged female rats were unexpected because
responsiveness of the hypothalamus to estradiol, as measured by a variety of
endpoints – such as estradiol-induced activation of GnRH neurons that leads to
LH surges (Wise, 1982b,1984; Lloyd et al., 1994), organization of diurnal
rhythmicity in the hypothalamic neurotransmitter activity (Wise, 1982b; Cohen
and Wise, 1988) or gene expression (Weiland et al., 1992; Krajnak et al., 1998),
and stimulation of progesterone receptor binding (Wise et al., 1984) – diminishes
with age. Therefore, we had hypothesized that estradiol would be less able to
protect the brains of older animals against ischemic brain injury.

We have begun to investigate the cellular and molecular mechanisms that
mediate the protective actions of estradiol. Several of our observations lead us to
believe that low physiological levels of estradiol act through estrogen receptor
alpha (ER�)-dependent mechanisms, leading to changes in gene expression that
favor cell survival and suppress apoptotic cell death. First, we found that
estradiol slows the progression, rate, and extent of cell death in the brain.
Hormone treatment does not influence the extent of cell death that occurs
immediately after stroke injury. Instead, its effects are confined to protecting
against delayed cell death that occurs during the later phases of injury. Thus, it
appears that estradiol protects specifically against apoptotic cell death (Dubal et

FIG. 8. Estradiol protects against middle cerebral artery occlusion (MCAO) in young and
middle-aged rats. Low and high physiological levels of estradiol decreased total injury as measured
by staining of brain sections with 2% triphenyltetrazolium chloride and measurement of infarct size
using a computer-assisted imaging system and NIH Image. [Reprinted with permission from Dubal
DB, Wise PM 2000 Neuroprotective effects of estradiol in middle-aged female rats. Endocrinology
142:43–48. Copyright The Endocrine Society.]
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al., 2001a; Rau et al., 2001) but does not protect against immediate necrotic
cell death. Second, we (Dubal et al., 1999a) reported that, within 24 hours of
MCAO, ER� mRNA is dramatically upregulated and estradiol pretreatment
prevents injury-induced downregulation of ER� in the cerebral cortex (Figure 9).
These data suggest that brain injury may influence responsiveness of the injured
cerebral cortex to estradiol and induce differential actions that are mediated by
each receptor subtype (Nilsen et al., 2000; Patrone et al., 2000). It is important
to note that ER� is not usually detectable in the cerebral cortex of the adult rat
and is only transiently expressed in this brain region during neonatal develop-
ment when the cortex undergoes dramatic neurogenesis, neuritogenesis, and
differentiation. It is intriguing to speculate that the dramatic reappearance of ER�
in the cerebral cortex may allow a recapitulation of the developmental actions of
estradiol in promoting neurogenesis and re-differentiation of the cortex. Several
studies support the concept that, following stroke injury, specific features of brain
function revert to those seen during early stages of development, with the process
of recovery recapitulating ontogeny (reviewed in Cramer and Chopp, 2000). To
test whether ER� is a critical functional link in estradiol-mediated neuroprotec-
tion, we performed parallel studies in ER� knockout mice (Dubal et al., 2001b).
We found that deletion of ER� completely abolishes the protective actions of
estradiol in all regions of the brain, whereas estradiol’ s ability to protect against

FIG. 9. Estrogen receptor alpha (ER�) and estrogen receptor beta (ER�) gene expression are
differentially modulated after MCAO. (Left panel) ER� mRNA was dramatically upregulated in the
ipsilateral cortex of oil (vehicle)- and estradiol-treated rats, compared to the contralateral cortex and
compared to constitutive levels in both oil- and estradiol-treated sham controls. (Right panel)
Estradiol treatment prevented the injury-induced downregulation of ER� mRNA in the ipsilateral
cortex. In the absence of estradiol, ER� gene expression declined significantly after injury below
sham control constitutive levels. [Reprinted from Dubal DB, Shughrue PJ, Wilson ME, Merchentha-
ler I, Wise PM 1999 Estradiol modulates Bcl-2 in cerebral ischemia: a potential role for estrogen
receptors. J Neurosci 19:6385–6393.]
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brain injury is totally preserved in the absence of ER� (Figure 10). These results
firmly establish ER� as the critical mechanistic link that mediates the neuropro-
tective effects of physiological levels of estradiol. Finally, we have found that
estradiol treatment alters the expression of multiple genes that have been
implicated in the balance between cell survival and cell death, including bcl-2
(Dubal et al., 1999a), c-fos (Rau et al., 2000), galanin (Dubal et al., 1999b), and
activin (Böttner et al., 2001). Whether any or all of these genes are critical
functional mediators of estradiol’ s protective actions is not clear at present. Much
more work must be done to understand the roles of each of these factors in
protecting the brain against injury and cell death.

We have used in vitro methods to assess the protective actions of estradiol
because this methodology provides invaluable tools that complement in vivo
approaches. Multiple manipulations can be performed in vitro that are not
technically or financially feasible using in vivo models. In particular, organotypic
explants provide a powerful way to manipulate cellular environments in vitro,
while maintaining interneurons, spatial relationships, local synaptic connections,
and interactions with the local glial environment. Using explant cultures of the
neonatal cerebral cortex, we (Wilson et al., 2000) have shown that low concen-
trations of estradiol protect against cell death. Our studies strongly suggest that
ERs are critical, since the protection was not observed using 17�-estradiol and
was blocked by co-incubation with ICI 182,780, an ER antagonist (Figure 11).

FIG. 10. Estradiol protects against MCAO in wild-type mice of both genetic backgrounds and
in ER�KO mice but not in ER�KO mice. (Left panel) Estradiol significantly decreased infarct
volume in wild-type compared with oil (vehicle)-treated controls. In contrast, in ER�KO mice,
estradiol did not exert any protective effect. (Right panel) Estradiol significantly decreased infarct
volume in wild-type and ER�KO mice. Brain sections were stained with hematoylin and eosin and
the volume of the infarct was quantified with a computer-assisted imaging system using NIH Image.
[Reprinted from Dubal DB, Zhu B, Yu B, Rau SW, Shughrue PJ, Merchenthaler I, Kindy MS, Wise
PM 2001 Estrogen receptor-�, not -�, is a critical link in estradiol-mediated protection against brain
injury. Proc Natl Acad Sci USA 98:1952–1957. Copyright National Academy of Sciences.]
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These findings complement those of Gollapudi and Oblinger (1999a,b), who
showed that PC12 cells transfected with full-length rat ER� respond to the
protective effects of estradiol, whereas cells transfected with vector DNA alone
are not protected by estradiol. Other investigators have found that pharmacolog-
ical levels of estradiol protect, even in the absence of the ER (for reviews, see
Green and Simpkins, 2000; Hurn and Macrae, 2000; Roof and Hall, 2000; Garcia
Segura et al., 2001; Wise et al., 2001a,b). The cellular and molecular mecha-
nisms that underlie these receptor-independent protective actions are likely to
result from estrogen’ s antioxidant, scavenging, immune-suppressing, and vascu-
lar actions. Together, these studies emphasize the breadth of the repertoire of
mechanisms that estrogens use to protect against injury and cell death.

VII. Summary

In summary, our understanding of the role of the brain in reproductive aging
– and, conversely, the impact of reproductive aging on the brain – has increased
dramatically during the past 20 years. Subtle changes in hypothalamic function
and the ability of estradiol to influence the secretion of GnRH begin early during
the aging process, ultimately leading to reproductive acyclicity. We are increas-
ingly aware that the permanent hypoestrogenic state has major repercussions on
multiple organs and physiological systems. Much attention is focused on the
possible mechanisms through which estrogens may act as protective factors.

FIG. 11. Estradiol protects against ischemic injury-induced cell death in explant cultures of the
cerebral cortex. Cell death, as measured by lactose dehydrogenase (LDH) release, is significantly
decreased when explants were cultured in the presence of 17�-estradiol. However, 17�-estradiol
failed to protect and ICI182,780, an ER antagonist, blocked the protective actions of 17�-estradiol.
[Reprinted from Wilson ME, Dubal DB, Wise PM 2000 Estradiol protects against injury-induced cell
death in cortical explant cultures: a role for estrogen receptors. Brain Res 873:235–242.]

251NEUROENDOCRINOLOGY OF FEMALE REPRODUCTIVE AGING



REFERENCES

Ahmed, Hissong SA 1999 Gender and risk of autoimmune diseases: possible role of estrogenic
compounds. Envir Health Perspect Supp 107:681

Akabori A, Barraclough CA 1986a Effects of morphine on luteinizing hormone secretion and
catecholamine turnover in the hypothalamus of estrogen-treated rats. Brain Res 362:221–226

Akabori A, Barraclough CA 1986b Gonadotropin responses to naloxone may depend upon
spontaneous activity in noradrenergic neurons at the time of treatment. Brain Res 362:55–62

Albers HE, Stopa EG, Zoeller RT, Kauer JS, King JC, Fink JS, Mobtaker H, Wolfe H 1990
Day-night variation in prepro vasoactive intestinal peptide/peptide histidine isoleucine mRNA
within the rat suprachiasmatic nucleus. Mol Brain Res 7:85–89
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ABSTRACT

The menopause is the permanent cessation of menstruation resulting from the loss of ovarian
follicular activity. It is heralded by the menopausal transition, a period when the endocrine,
biological, and clinical features of approaching menopause begin. A common initial marker is the
onset of menstrual irregularity. The biology underlying the transition to menopause includes central
neuroendocrine changes as well as changes within the ovary, the most striking of which is a profound
decline in follicle numbers. Follicle-stimulating hormone (FSH) is an established indirect marker of
follicular activity. In studies of groups of women, its concentration, particularly in the early follicular
phase of the menstrual cycle, begins to increase some years before there are any clinical indications
of approaching menopause. The rise in FSH is the result of declining levels of inhibin B (INH-B), a
dimeric protein that reflects the fall in ovarian follicle numbers, with or without any change in the
ability of the lining granulosa cells to secrete INH-B. Estradiol levels remain relatively unchanged or
tend to rise with age until the onset of the transition and are usually well preserved until the late
perimenopause, presumably in response to the elevated FSH levels. During the transition, hormone
levels frequently vary markedly – hence, measures of FSH and estradiol are unreliable guides to
menopausal status. Concentrations of testosterone have been reported to fall by about 50% during
reproductive life, between the ages of 20 and 40. They change little during the transition and, after
menopause, may even rise. Dehydroepiandrosterone (DHEA) and DHEAS, its sulphate, on the other
hand, decline with age, without any specific influence of the menopause. Symptoms of the menopause
can be interpreted as resulting primarily from the profound fall in estradiol, occurring over a 3- to
4-year period around final menses, a fall that presumably contributes importantly to the beginning, in
the late perimenopause, of loss of bone mineral density.

I. Introduction and Definitions

The World Health Organization has defined the menopause as the permanent
cessation of menstruation resulting from loss of ovarian follicular activity (World
Health Organization, 1996). The perimenopause commences when the first
features of approaching menopause begin until at least 1 year after final
menstrual period (FMP). The term “menopausal transition” has been applied to
that portion of the perimenopause that ends with the FMP. The median age of
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onset has been reported as between 45.5 and 47.5 years; the average duration is
4 years (Treloar, 1981; McKinlay et al., 1992). The incidence of dysfunctional
uterine bleeding and hysterectomy are maximal during the menopausal transition
and the incidence of symptoms is similar to that in early postmenopausal women
(McKinlay et al., 1992; Dennerstein et al., 1993).

It is strongly recommended that the term perimenopause be used as indicated
here and not applied loosely to women in their 40s and early 50s who continue
to have regular menstrual cycles and no symptoms of approaching menopause.
Studies of the hormonal changes during the perimenopause have been based on
various experimental designs and definitions. In some instances, they have been
recorded as a function of age with little attention to menstrual cycle status
(Sherman et al., 1976). In the few longitudinal studies reported, the FMP has
been used as a reference point, with hormonal changes described in terms of time
intervals before and after that point (Metcalf et al., 1981; Longcope et al., 1986;
Rannevik et al., 1986,1995). A few studies have reported hormone changes in
relation to changes in menstrual cycle characteristics, such as the first self-
reported change in the amount of menstrual flow, in the frequency of menstru-
ation, or in the combination of changes in flow and frequency, an approach that
has been adopted in the Melbourne Women’s Midlife Health Project (Burger et
al., 1995).

II. Changes in the Pituitary-Ovarian Axis with Age in Regularly
Cycling Women

Although the changes that occur in the circulating concentrations of follicle-
stimulating hormone (FSH), luteinizing hormone (LH), estradiol (E2), and
progesterone (P) during the normal menstrual cycle have been well known for
several decades, it is only within the last 10 years that the changes in circulating
inhibins have been documented (Groome et al., 1996). Relatively stable and low
values for both E2 and inhibin A (INH-A) are found during the first half of the
follicular phase of the cycle, followed by a rise to midcycle peaks approximately
24 hours before the ovulatory LH surge. The concentrations then fall and rise
again to secondary peaks parallel to the peak in P secretion during the luteal
phase. There is a subsequent fall in the circulating concentrations of all three
hormones prior to the onset of menses. Inhibin B (INH-B), on the other hand,
rises and falls closely parallel to the changes in FSH during the luteal-follicular
transition and the early follicular phase. There is a midcycle peak but, during the
luteal phase, INH-B concentrations decline to their lowest points in the cycle
(Figure 1). The normal pattern of E2 and INH-A secretion is preserved when their
concentrations are examined as a function of increasing age in regularly cycling
women. For example, in a large cross-sectional study of women who ranged in
age from 24–50 years (Lee et al., 1988), early follicular-phase concentrations of
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E2 tended to rise slightly in the oldest group of subjects, despite a progressive rise
in FSH concentrations. In another study, older women were compared with a
young control group and showed increased levels of urinary estrogens and a fall
in urinary pregnandiol excretion in the luteal phase of the cycle, despite
continued regular cyclicity (Santoro et al., 1996). The rise in serum FSH was
accompanied by minimal, if any, changes in circulating LH. The most-plausible
explanation for the monotropic rise in FSH was a decline in circulating INH
concentrations with age. This was first indicated in a study by MacNaughton
et al. (1992) in which single samples were taken in the early follicular phase of

FIG. 1. Plasma concentrations of (a) inhibin A and inhibin B, (b) estradiol and progesterone, and
(c) luteinizing hormone (LH) and follicle-stimulating hormone (FSH) during the menstrual cycle.
Data displayed with respect to day of midcycle LH peak. [Adapted with permission from Groome NP,
Illingworth PJ, O’Brien M, Rodger PAL, Rodger FE, Mather JR, McNeilly AS 1996 Measurement
of dimeric inhibin B throughout the human menstrual cycle. J Clin Endocrinol Metab 81:1401–1405.
Copyright The Endocrine Society.]
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regularly cycling subjects and showed a rise in FSH, no significant change in LH,
and a decline in the circulating concentrations of immunoreactive INH. That the
rise in FSH actually was specifically related to a fall in the circulating concen-
trations of INH-B was shown by Klein et al. (1996), who compared a group of
older ovulatory women, selected to have increased circulating concentrations of
FSH, with a group of young, regularly cycling subjects. Serum FSH was
significantly elevated as expected and INH-B levels were significantly lower in
the older women than in the younger women, while INH-A was unchanged and
E2 was actually higher in the older women (Figure 2).

The present authors have more-recently confirmed the progressive increase
in circulating FSH levels with increasing age in regularly cycling women, though
the rise in FSH was seen predominantly in some women over the age of 40
(Burger et al., 2000b) (Figure 3). A clear inverse relationship between INH-B
and FSH in women over the age of 40 was demonstrated in that study (Figure 4).

Substantial evidence exists that the circulating concentrations of INH-A and
INH-B are under differential control. INH-A, together with E2, is derived

FIG. 2. Mean � SEM concentrations of (clockwise from top left) FSH (p � 0.01), E2 (p �
0.01), inhibin A (p � 0.61), and inhibin B (p � 0.04), according to the day of maximal FSH
concentration (peak FSH � day 0). [Reprinted with permission from Klein NA, Illingworth PJ,
Groome NP, McNeilly AS, Battaglia DE, Soules MR 1996 Decreased inhibin B secretion is
associated with the monotropic rise of FSH in older, ovulatory women: a study of serum and follicular
fluid levels of dimeric inhibin A and B in spontaneous menstrual cycles. J Clin Endocrinol Metab
81:2742–2745. Copyright The Endocrine Society.]
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FIG. 3. Log-transformed concentrations of serum FSH, estradiol, inhibin A, inhibin B, and
�-subunit immunoactivity as functions of age (n � 59–63). C-terminal segment of � subunit; IFMA,
immunofluorometric assay. [Reprinted with permission from Burger HG, Dudley EC, Mamers P,
Groome N, Robertson DM 2000 Early follicular phase serum FSH as a function of age:the roles of
inhibin B, inhibin A and estradiol. Climacteric 3:17–24. Copyright Parthenon Publishing Group.]
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particularly from the dominant follicle and the ensuing corpus luteum (Roberts et
al., 1993; Groome et al., 1996). INH-B, on the other hand, is a secretory product
of small antral follicles (Roberts et al., 1993; Groome et al., 1996). Its circulating
concentrations may reflect the number of follicles recruited from the primordial
pool, the size of which decreases with increasing age (Richardson et al., 1987).
Dominant follicles of older women continue to produce adequate amounts of E2

and INH-A and may do so as a result of the differential fall in INH-B, which
allows an increased drive from the elevated concentrations of FSH.

Preservation of circulating E2 concentrations until late in female reproduc-
tive life could be hypothesised to be desirable for the preservation of overall
health, including vascular and bone function.

III. Hormonal Changes in Perimenopausal Women

A. FSH AND ESTRADIOL

The most-noteworthy characteristic of the perimenopause is significant
hormonal variability. A landmark study was performed by Sherman and Koren-

FIG. 4. Relationships between log (FSH) and log (inhibin B) in two age groups, 20–39 years
(�) and 40–50 years (f). There was no significant correlation between the two hormones in the
younger age group (r � 0.19, not significant) (dashed line) but, in the 40- to 50-year group, there was
a significant inverse correlation (r � �0.61, p � 0.0001) solid line. FSH, follicle-stimulating
hormone. [Reprinted with permission from Burger HG, Dudley EC, Mamers P, Groome N, Robertson
DM 2000 Early follicular phase serum FSH as a function of age:the roles of inhibin B, inhibin A and
estradiol. Climacteric 3:17–24. Copyright Parthenon Publishing Group.]
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man (1975), who reported on 50 complete menstrual cycles in 37 women. Ten
women, aged 18 to 30 years with a history of regular cycles, served as controls.
Six cycles were examined in regularly cycling women aged 46 to 51, in which
it was noted that the follicular phase was shorter than in younger women and that
E2 concentrations were significantly lower than those observed in younger
women. FSH was strikingly increased throughout the cycle, despite E2 concen-
trations that might have been expected to suppress its secretion. Daily hormone
concentrations were measured in two women, one aged 49 and one aged 50, both
clearly in the menopausal transition. Two of the cycles studied were anovulatory
but were characterised by increasing E2 and initially postmenopausal values of
LH and FSH, which subsequently fell with the rise of E2. An anovulatory cycle
was followed by a cycle that demonstrated evidence of follicular maturation.

Metcalf and colleagues (1979,1981) examined the excretion of FSH, LH,
estrogens, and pregnanediol in weekly urine samples collected for 14 to 87 weeks
from 31 perimenopausal women aged 36 to 55 years. Their study concentrated
particularly on gonadotropin changes, although wide fluctuations in estrogen
excretion were noted. These authors stated that “about the only conclusion that
can be made with confidence concerning pituitary-ovarian function in individual
perimenopausal women, is that it is unsafe to generalize.” Metcalf (1988)
subsequently concluded that “ in older women, a good menstrual history is
probably the single most useful measure of ovarian status.” Hee et al. (1993)
confirmed the variability of perimenopausal E2 concentrations and added data on
immunoreactive INH in a small longitudinal study of three volunteer women who
had developed irregular cycles at age 45 to 46. Abrupt decreases in E2 and INH
into the postmenopausal range were followed by values characteristic of repro-
ductive-aged women. It was striking that, depending on when during a cycle
hormone values were determined, FSH, for example, could be at normal repro-
ductive age levels, intermediately elevated levels, or levels characteristic of the
postmenopause (Figure 5).

B. STUDIES INCLUDING INHIBINS

The Melbourne Women’s Midlife Health Project was based on a cross-
sectional survey of a randomly selected population of 2001 Melbourne women,
all Australian born, aged between 45 and 55 years at the time of initial interview
(Dennerstein et al., 1993). A longitudinal study of 438 women was undertaken
to examine many aspects of the menopausal transition. The data from the first
year of this study were subjected to cross-sectional analysis in terms of menstrual
cycle history (Burger et al., 1995). Of the subjects, 27% reported no change in
menstrual frequency or flow (Group I), 23% a change in flow with no change in
frequency (Group II), 9% a change in frequency without change in flow (Group
III), and 28% a change in both frequency and flow (Group V). By the time of
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FIG. 5. Concentrations of FSH, LH, E2, and INH in a volunteer studied at the onset of the menopausal transition. The vertical dotted lines represent
times of menses. The horizontal shaded bar represents the young-normal range for FSH. Note the marked fluctuations in hormone levels. [Reprinted
from Hee J, MacNaughton J, Bangah M, Burger HG, Perimenopausal patterns of gonadotropins, immunoreactive inhibin, estradiol and progesterone.
Maturitas 18:9–20. Copyright 1993, with permission of Elsevier Science.]
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blood sampling, 13% noted a lapse of at least 3 months since their last menstrual
period. Mean age increased from 48.5 years in the first group to 51.4 in the last.
Geometric mean serum FSH was similar in Groups I and II, slightly increased in
Groups III and IV, and markedly increased in Group V (Figure 6). The marked
variability in FSH levels between subjects in each group is noteworthy.

Although unadjusted E2 values were slightly lower in the groups experienc-
ing a change in frequency, or those with changing frequency and flow (88 and
82% of those without any change), the only statistically significant decline in E2

occurred in those who had had no menses for at least 3 months (Group V), in
whom geometric mean E2 concentration was 42% of that observed in the first
group (Figure 7). After adjustment of E2 for age and body mass index (BMI), the
only significant change was in the group with 3 months or more of amenorrhea,
the E2 geometric mean being 54% of Group I women without change in menses.
There was a very broad spread of E2 values, some being greater than 1500 pmol/l.
These may reflect hyperstimulation of granulosa cells by elevated FSH levels and
could give rise to symptoms of breast fullness and fluid retention.

Immunoreactive INH concentrations were significantly lower (71% of those
in the first group) in those experiencing a change in frequency and flow and had

FIG. 6. Scatterplot of FSH levels versus menstrual status categories I to V. Geometric mean
levels are shown by the horizontal bars. [Reprinted from Burger HG, Dudley EC, Hopper JL, Shelley
JM, Green A, Smith A, Dennerstein L, Morce C 1995 The endocrinology of the menopausal
transition: a cross-sectional study of a population-based sample. J Clin Endocrinol Metab 80:3537–
3545. Copyright The Endocrine Society.]
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fallen to 38% in those with 3 months or more of amenorrhea (Figure 8). After
adjustment for age and BMI, only the change in the final group was significant,
with a geometric mean 53% of that in Group I. These data suggested that
decreases in inhibin occurred before decreases in E2, consistent with the hypoth-
esis that declining concentrations of inhibin provide a mechanism for allowing
FSH to rise, to maintain early follicular-phase E2 levels relatively intact.

A cross-sectional analysis of year 3 data was reported in 100 subjects aged
48 to 59 (Burger et al., 1998). Subjects were divided into those called premeno-
pausal, without any change in menstrual cycle pattern (Group I); early perim-
enopausal, with a reported change in cycle frequency but experiencing menses in
the preceding 3 months (Group 2); late perimenopausal, with no menses in the
preceding 3–11 months (Group 3); and postmenopausal, with no menses for more
than 12 months (Group 4). The hormone concentrations in the premenopausal
subjects were used for reference. Early perimenopausal subjects had significantly
lower levels of INH-B (13.5 ng/l, compared with 48 ng/l) in the presence of a
small, statistically nonsignificant rise in FSH (21.4, compared with 13.5 Iu/l).
There were no significant changes in E2 and INH-A. In late perimenopausal
subjects, INH-A had fallen, whereas INH-B had not changed further and FSH
had risen significantly to 72.2 Iu/l. E2 fell to 89 pmol/l (compared with 306 pmol/l
in the premenopausal group). The postmenopausal subjects showed no further

FIG. 7. Scatterplot of E2 levels versus menstrual status categories I to V. Geometric mean levels
are shown by the horizontal bars. [Reprinted with permission from Burger HG, Dudley EC, Hopper
JL, Shelley JM, Green A, Smith A, Dennerstein L, Morce C 1995 The endocrinology of the
menopausal transition: a cross-sectional study of a population-based sample. J Clin Endocrinol Metab
80:3537–3545. Copyright The Endocrine Society.]
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significant changes in the peptide hormones or in FSH. E2 fell further to 41
pmol/l (Figure 9). There was a significant inverse correlation between FSH and
E2, FSH and INH-A, and FSH and INH-B. Thus, it was concluded that the
earliest endocrine change marking entry into the menopausal transition was a
major fall in INH-B, presumably reflecting the attainment of a critically low
number of ovarian follicles.

Overall, circulating E2 and inhibin concentrations may fluctuate widely
in individual women during the menopausal transition. Grouped data show
that mean changes in hormone levels become significant around the FMP,
with a decrease in INH-B concentration in early perimenopausal women
being the most important and significant initial endocrine event at that time.
A subsequent report (Burger et al., 1999) analysed the data from the
Melbourne Women’ s Midlife Health Project in relation to the date of final
menses, rather than in relation to menstrual cycle status based on self report.
It was noted that mean FSH levels began to increase starting about 2 years
before FMP, increased most rapidly 10 months before FMP, and had pla-
teaued by 2 years after FMP. E2 levels began to decline about 2 years before
FMP, decreased most rapidly around that time, and had plateaued 2 years
later. There was, again, marked intersubject variability in hormone levels,

FIG. 8. Scatterplot of INH levels versus menstrual status categories I to V. Geometric mean
levels are shown by the horizontal bars. [Reprinted with permission from Burger HG, Dudley EC,
Hopper JL, Shelley JM, Green A, Smith A, Dennerstein L, Morce C 1995 The endocrinology of the
menopausal transition: a cross-sectional study of a population-based sample. J Clin Endocrinol Metab
80:3537–3545. Copyright The Endocrine Society.]
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FIG. 9. Geometric mean levels (with lower 95% confidence intervals) of (a) FSH, (b) IR-INH,
(c) INH-A, (d) INH-B, and (e) E2 as a function of menopausal status. Menopausal stages are given
in text. Values with the same superscript (* or †) are not statistically different; values with differing
superscripts differ, P � 0.05. [Reprinted with permission from Burger HG, Cahir N, Robertson DM,
Groome NP, Green A, Dennerstein L 1998 Serum inhibins A and B fall differentially as FSH rises
in perimenopausal women. Clin Endocrinol 48:809–813. Copyright Blackwell Science Ltd.]
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regardless of time in relation to FMP. Levels of both INH-A and INH-B
decreased in the years before the FMP and were undetectable in the majority
of women by the time of the FMP and almost all by 4 years post-FMP (Figure
10). The specificity and sensitivity of FSH and E2 measurements as markers
of menopausal status were examined. The levels of serum FSH and E2 at the

FIG. 10. Geometric means of (A) FSH and E2 and (B) INH-A and INH-B, in relation to the
FMP. The horizontal axis represents time (yr) with respect to the FMP (0); negative (positive)
numbers indicate time before (after) the FMP. The parentheses above the time scale (B) indicate the
percentage of measured INH-A and INH-B at or below the assay sensitivity. [Reprinted with
permission from Burger HG, Dudley EC, Hopper JL, Groome N, Guthrie JR, Green A, Dennerstein
L 1999 Prospectively measured levels of serum FSH, estradiol and the dimeric inhibins during the
menopausal transition in a population-based cohort of women. J Clin Endocrinol Metab 84:4025–
4030. Copyright The Endocrine Society.]
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intersection of the fitted longitudinal curves for the geometric mean data with
the date of final menses were calculated and found to be 108 Iu/l and 88.5
pmol/l, respectively. Seventy-six percent of premenopausal women had levels
of FSH below this concentration and 67% had levels of E2 above this
concentration, whereas in postmenopausal women 85% had levels above that
concentration of FSH and 84% levels of E2 below it.

It was concluded that substantial changes in reproductive hormone levels
occurred within 1–2 years on each side of the FMP; that falling concentrations of
E2 and the inhibins contribute to the rise in concentrations of FSH; and that there
is no single, reliable hormonal marker of menopausal status for an individual
woman.

C. PROGESTERONE

It is well known from studies in which basal body temperature had been
used as a marker of ovulatory function that anovulatory cycles become more
prevalent with increasing age. A large study of luteal-phase P concentrations
(Trevoux et al., 1986) noted that the frequency of nondetectable P increased
as FMP approached. The lack of a luteal-phase rise in P is a striking feature
of the postmenopause, compared with the reproductive period. Rannevik et
al. (1995) reported that the frequency of cycles with P values indicative of
ovulation decreased from 60% to less than 10% during the 6 years preceding
the FMP. Ovulatory P concentrations were found in 62.2% of women, 72–61
months premenopausal and in 4.8% who were 6 –0 months premenopausal,
whereas all serum P measurements were less than 2 nmol/l postmenopausally.

D. ANDROGENS

Variable findings have been reported in regard to the change in circu-
lating androgens in relation to the FMP. Rannevik et al. (1995) reported a
small but significant decline in testosterone (T), androstenedione (A), and sex
hormone-binding globulin (SHBG) during the 2 years around menopause.
Longcope et al. (1986) did not see any change in T and A over 80 months
from FMP but noted that the mean concentrations of T in all their subjects,
including those still having cyclic menses, were significantly less than those
of a group of normal young women sampled on days 5–7 of the cycle. They
suggested that there is a decrease in the ovarian secretion of T prior to
menopause. Zumoff et al. (1995), in fact, found that there was a steep decline
in total serum T with age, such that levels in a woman aged 40 were
approximately 50% of those in a woman aged 21. Free T concentrations
showed a similar decline. Other studies have suggested that total T levels
decrease by approximately 20% and A by approximately 50% with natural
menopause (Judd, 1976). Vermeulen et al. (1976) showed that postmeno-
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pausal women aged 51 to 65 years had lower mean levels of T, A, and
dihydrotestosterone (DHT) than women aged 18 to 25, not inconsistent with
the observation of Zumoff et al. (1995).

In the Melbourne Women’ s Midlife Health Project, there was no signif-
icant change seen in total T or in the T:SHBG ratio (the free androgen index,
FAI) as a function of changing menopausal status when assessed cross-
sectionally (Burger et al., 1995). More recently, serum androgen levels have
been reported in relation to final menses using longitudinal data from the
same project (Burger et al., 2000a). Mean T levels did not vary with time
relative to FMP and were independent of age and BMI. FAI increased by 80%
from 4 years before FMP to 2 years after because of a concomitant decrease
in SHBG levels across this time period (Figures 11–13). DHEAS levels were
not related to FMP but declined slowly with age. It was concluded that SHBG
and FAI levels change at the time of menopause, at least partially due to the
decline in E2. DHEAS decreases as a function of age but not relative to FMP.
T remained unchanged through the menopausal transition and the early
postmenopause.

FIG. 11. Linear regression model: observed T and fitted levels of mean T across the menopausal
transition. The horizontal axis represents time (years) with respect to FMP (0); negative (positive)
numbers indicate time before (after) FMP. [Reprinted with permission from Burger HG, Dudley EC,
Cui J, Dennerstein L, Hopper JL 2000 A prospective longitudinal study of serum testosterone
dehydroepiandrosterone sulphate and sex hormone binding globulin levels through the menopause
transition. J Clin Endocrinol Metab 85:2832–2938. Copyright The Endocrine Society.]
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IV. Conclusions

The perimenopause is a time of markedly fluctuating hormone levels.
Attempts to define menopausal status purely on the basis of single measurements
of FSH or E2 are unlikely to yield useful information. Though E2 concentrations
appear to be preserved in regularly cycling women, at least until around age 50,
INH-B declines and FSH rises. The establishment of menstrual irregularity is
marked by a decrease in follicular-phase concentrations of INH-B, an increase in
FSH, but relative preservation of E2 and INH-A until FMP. The frequency of
anovulatory cycles increases markedly as FMP approaches. It is difficult to
demonstrate substantial changes in androgen concentrations in the immediate
perimenopausal period, though levels postmenopausally appear to be lower than
those of young, regularly cycling women, perhaps as a function of increasing age
during the reproductive years rather than menopausal status. Hormonal measure-
ments are of little diagnostic value during the perimenopause, other than for
purposes of physiological study. The issue of the appropriate reference points for
the study of the perimenopause remains unclear, although the staging system
adopted in the Melbourne Women’s Mid-Life Health Project appears to be
potentially useful because of the clear-cut hormonal (and symptomatic) differ-
ences between early and late perimenopausal women.

FIG. 12. Double logistic model: observed SHBG and fitted levels of mean SHBG across the
menopausal transition. The horizontal axis represents time (years) with respect to FMP (0); negative
(positive) numbers indicate time before (after) FMP. [Reprinted with permission from Burger HG,
Dudley EC, Cui J, Dennerstein L, Hopper JL 2000 A prospective longitudinal study of serum
testosterone dehydroepiandrosterone sulphate and sex hormone binding globulin levels through the
menopause transition. J Clin Endocrinol Metab 85:2832–2938. Copyright The Endocrine Society.]
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ABSTRACT

Uterine leiomyomas are the most common gynecologic neoplasm in reproductive-age women.
While it is clear that hormonal factors play a prominent role in this disease, how steroid hormones
contribute to disease etiology or may be utilized as targets for intervention are currently areas of
active scientific investigation. To study the impact of hormones on uterine leiomyomas, the Eker rat
has been developed as an in vivo/in vitro animal model system for these tumors. Spontaneous
leiomyomas arise in intact Eker rats with a high frequency and leiomyoma-derived cell lines from
these animals maintain the biochemical and physiological characteristics of the tumors from which
they were obtained. Using this animal model system, it has been established that tumor development
is absolutely dependent on steroid hormones and that sensitivity/responsiveness to estrogen is
enhanced in tumors and tumor-derived cell lines. Modulation of hormonal milieu, such as that which
naturally occurs during pregnancy, can effectively inhibit tumor development. The hormone respon-
siveness of these tumors makes them good candidates for hormonal therapy. Selective estrogen
receptor modulators (SERMs) tamoxifen and raloxifene hold promise as potential therapeutic agents
for this disease. SERMs inhibit proliferation of leiomyoma-derived cell lines in vitro, repress the
growth of these lines in nude mice, and, when administered over a 2- to 4-month course of treatment
to Eker rats, reduce tumor incidence by more than 50%. In addition to endogenous hormones,
xenoestrogens in our environment (e.g., phytoestrogens, organochlorine pesticides, pharmacologic
compounds) are of potential concern with regards to their impact on this disease. These environ-
mental estrogens have been shown to promote the growth of leiomyoma cells in vitro and in vivo.
Further elucidation of the role of these and other hormonal and reproductive factors in the
development of uterine leiomyoma will be invaluable for increasing our understanding of the etiology
of this disease and developing new therapeutic strategies to help to reduce the negative impact of
uterine leiomyomas on women’s health.

I. Introduction

Uterine leiomyomas, commonly referred to as “fibroids,” are benign tumors
arising from the myometrial compartment of the uterus. They are typically well
differentiated, have a relatively low mitotic index, and retain their smooth muscle
phenotype. Uterine leiomyomas are the most common gynecologic neoplasm,
occurring with a remarkable frequency in more than 70% of reproductive age
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women (Cramer and Patel, 1990). Tumors can become quite large and are usually
multiple. When symptomatic, they are associated with infertility, menorrhagia,
and spontaneous abortion and are the leading indication for hysterectomy in
premenopausal women (Buttram and Reiter, 1981).

II. The Eker Rat Model for Uterine Leiomyoma

The Eker rat has been extensively characterized as an in vitro/in vivo animal
model for uterine leiomyoma (Everitt et al., 1995; Howe et al., 1995a). Female
Eker rats carrying a germline mutation in the tuberous sclerosis 2 (Tsc-2) tumor
suppressor gene develop uterine leiomyomas by 12–16 months of age with a
frequency of � 65% (Everitt et al., 1995). The predisposing genetic alteration in
these animals is an insertion of an endogenous retrovirus between exons 30 and
31 of the Tsc-2 gene, which inactivates the tumor suppressor protein encoded by
this gene (Yeung et al., 1994; Kobayashi et al., 1995). The uterus is a site of high
expression of tuberin, the product of the Tsc-2 gene, and tumors that arise in
heterozygous animals show loss of tuberin function. At the DNA level, loss of
heterozygosity (LOH) at the Tsc-2 locus is commonly observed in these tumors,
with loss of tuberin function occurring by several mechanisms, including loss of
chromosome 10 on which the wild-type Tsc-2 gene is located (either monosomy
or chromosome nondisjunction with retention of two copies of chromosome 10
containing the mutant allele), gene silencing, and point mutations (Yeung et al.,
1995).

Uterine leiomyomas that arise in the Eker rat share many phenotypic
characteristics with their cognate human disease. Tumors occur spontaneously
with a high frequency in intact cycling females. They are often multiple and
resemble human leiomyomas histologically (Everitt et al., 1995). Eker rat
leiomyomas are benign and their malignant counterparts, uterine leiomyosarco-
mas, are rarely seen. The similarity in pathogenesis of uterine leiomyoma in Eker
rats and women has made these animals useful as a model system to experimen-
tally address questions related to the role of hormones in tumor development and
hormonal and reproductive factors that can modulate or prevent the development
of this disease.

III. Eker Leiomyoma Tumor-derived Cell Lines

Several cell lines have been developed from Eker rat uterine leiomyomas
(Howe et al., 1995a). These cell lines have been given the designation ELT (for
Eker leiomyoma tumor-derived) and, to date, five such lines have been estab-
lished and characterized (Table I). All five cell lines are positive for expression
of smooth muscle � and � actins and desmin by northern analysis and immu-
nocytochemistry. As shown in Table I, the cell lines vary with respect to steroid
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hormone receptor expression and tumorigenicity, although, in general, these lines
continue to express both estrogen and progesterone receptors in culture and are
nontumorigenic in nude mice.

IV. Hormone-responsive Phenotype of Uterine Leiomyoma

A substantial body of evidence from human clinical and epidemiological
observations and experimental data obtained using the Eker rat model point to the
hormone responsiveness of uterine leiomyomas. These tumors are most symp-
tomatic in pre- and perimenopausal women and often change dramatically in size
during pregnancy (Rossi and Diamond, 1992; Strobelt et al., 1994). The indica-
tion for hysterectomy due to symptomatic fibroids reaches a maximum incidence
at 45 years of age, then declines dramatically, coinciding with the onset of
menopause (Cramer, 1992). Uterine leiomyomas express estrogen receptors
(ERs) and progesterone receptors (PRs) at levels that have been reported to be the
same or higher than normal myometrium (Rein and Nowak, 1992; Brandon et al.,
1993,1995; Viville et al., 1997; Englund et al., 1998; Nisolle et al., 1999).
Treatment with gonadotropin-releasing hormone (GnRH) agonists is a com-
monly used adjuvant therapy for these tumors. The hypoestrogenic state induced
by these compounds effectively shrinks tumor volume (Andreyko et al., 1987;
Adamson, 1992). However, the inhibition of steroid hormone production by
GnRH agonists can cause a significant loss of bone mineral density (Dawood et
al., 1989), limiting the course of treatment to less than 6 months. Moreover,
cessation of therapy results in regrowth of these tumors, often rapidly (Friedman
et al., 1990).

In the Eker rat model, the dependence of these tumors on ovarian hormones
has been demonstrated unequivocally. Ovariectomy at 4 months of age virtually

TABLE I
Characteristics of ELT Cell Lines

ELT-3 ELT-4 ELT-6 ELT-9 ELT-10

Smooth
muscle actin

Positive Positive Positive Positive Positive

Desmin Positive Positive Positive Positive Positive

Estrogen
receptor

Positive
(Kd � 0.7 nM)

Positive Negative Positive Positive

Progesterone
receptor

Positive
(Kd � 1.3 nM)

Positive Negative Positive Positive

Tumorigenicity
in nude mice

Tumorigenic Nontumori-
genic

Nontumori-
genic

Nontumori-
genic

Nontumori-
genic

279ETIOLOGY & TREATMENT OF UTERINE LEIOMYOMA



ablates tumor development, whereas animals receiving sham surgeries have a
tumor incidence at 16 months of � 65% (Walker et al., 2000). Similarly, analysis
of cell proliferation in normal myometrium and leiomyomas of Eker rats suggests
that these tumors have an enhanced responsiveness to the mitogenic effects of
estrogens (Burroughs et al., 2000). As shown in Figure 1, in young animals,
myometrial cell proliferation correlates well with estrogen levels, being highest
when estrogen levels peak during proestrus. As the animal matures, however,
myometrial cells become refractory to the mitogenic stimulus of estrogen. This
phenomenon appears to be specific for mesenchymal cells of the uterus. While
both smooth muscle myometrial cells and endometrial stomal cells become
refractory to the proliferative effects of estrogen with age, this is not observed for
either luminal or glandular epithelial cells of the endometrium (Burroughs et al.,
2000). In contrast, leiomyomas exhibit a significantly elevated proliferative index
relative to age-matched normal myometrium, suggesting an enhanced sensitivity
to the mitogenic effects of steroid hormones in these tumors (Burroughs et al.,
2000). This conclusion is supported by data using human leiomyoma explants,
which demonstrated that tumor cells displayed an enhanced sensitivity to estro-

FIG. 1. Cell proliferation in normal myometrium and leiomyomas. Cell proliferation was
measured by quantitation of BrdU incorporation into DNA followed by identification of BrdU-
positive nuclei by immunohistochemistry using antibodies directed against BrdU. Cell proliferation
positively correlated with serum estrogen levels but an overall decrease in the mitogenic response to
estrogen occurred in the myometrium with age. Tumors exhibited an increased sensitivity/respon-
siveness to estrogen relative to normal myometrium.
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gen at the transcriptional level, relative to normal myometrial cells (Andersen et
al., 1995).

It is important to appreciate that there are species-specific differences in how
levels of estrogen and progesterone change during the menstrual cycle of women
and the estrus cycle of rodents. In women, estrogen levels exhibit two peaks: one
during late-follicular/proliferative phase of the cycle and a second, broader surge
during the luteal/secretory phase. In contrast, progesterone levels are elevated
only during the luteal phase of the cycle (Figure 2). Thus, while the luteal phase
of the menstrual cycle is often considered to be “progesterone driven,” it is
important to appreciate that total exposure to estrogen during this phase of the
cycle is higher or equal to that of the follicular phase in cycling women. In
rodents, circulating estrogen levels peak in proestrus and drop precipitously
during estrus following ovulation. Although estrogen levels begin to rise again
during diestrus, these levels remain very much attenuated relative to the surge in
estrogen that occurs during proestrus. In contrast, progesterone levels show a
dramatic bimodal pattern. Peaks in progesterone levels occur during both early
proestrus and metestrus (Figure 2), so that significant exposure to progesterone
occurs in both early and late phases of the cycle. Therefore, in women, highest
coincident estrogen and progesterone exposure occurs during the luteal phase of
the cycle, whereas, in rodents, the highest coincident estrogen and progesterone
levels occur in proestrus.

The biology of leiomyomas in rats and humans reflects this difference in
physiology. For example, in leiomyomas, both cell proliferation and apoptosis
vary as a function of the menstrual/estrus cycle. In humans, although the data are
limited, leiomyomas appear to be most proliferative during the luteal phase of the
cycle (Kawaguchi et al., 1989). Subsequent reports tend to support this earlier
data (Nisolle et al., 1999; Wu and Somlo, 2000), although in one of these studies,
the difference between proliferation occurring in the two phases did not reach
statistical significance (Nisolle et al., 1999). In the Eker rat, empirical data have
recently been obtained that demonstrate that cell proliferation in these tumors is
maximal during proestrus, where hormone levels correspond to the high estrogen
and progesterone levels that occur during the luteal phase in women. Conversely,
in the normal myometrium, apoptosis is maximal during estrus, when steroid
hormones are approaching their nadir. In addition, leiomyomas in the Eker rat
model have been demonstrated to have a defective apoptotic program, relative to
age-matched normal myometrium (Burroughs et al., 2000). Human data on
apoptotic rates in leiomyoma are extremely limited, although there is some
suggestion of such a defect from clinical data as well (Huang et al., 1997; Matsuo
et al., 1997).

Work with ELT cell lines in vitro further supports the contention that
leiomyomas have an enhanced sensitivity/responsiveness to steroid hormones.
These cells retain estrogen and progesterone receptors and proliferate in response
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FIG. 2. Comparison of cycling hormone levels during the menstrual and estrus cycles.
Species-specific differences occur in the cyclical levels of steroid hormones throughout the menstrual
(human) and estrus (rodent) cycles. Estrogen exhibits a bimodal pattern during the menstrual cycle,
whereas only a single peak in the level of this hormone occurs during the estrus cycle in rats.
Progesterone levels also show differences between the two species, exhibiting a single peak during
the menstrual cycle but exhibiting a bimodal pattern during the rat estrus cycle. [Data adapted from
Speroff L, Vande Wiele RL 1971 Regulation of the human menstrual cycle. Am J Obstet Gynecol
109:234–247; and adapted with permission from Smith M, Freeman M, Neill J 1975 The control of
progesterone secretion during the estrous cycle and early pseudopregnancy in the rat:prolactin,
gonadotropin and steroid levels associated with rescue of the corpus luteum of pseudopregnancy.
Endocrinology 96:219–226. Copyright The Endocrine Society.]
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to 10�6 to 10�10 M 17-�-estradiol (Howe et al., 1995b). This is fortuitous and
contrasts with human myometrial and leiomyoma cells, which rapidly lose their
receptors in tissue culture (Severino et al., 1996). In addition to responding to
estrogen in vitro, leiomyoma cells also respond to this hormone in vivo. When
ELT cells are injected subcutaneously into nude mice, they form tumors and
grow as xenografts. With estrogen supplementation, mean tumor volume of these
xenografts is increased two-fold (Howe et al., 1995b), again demonstrating the
estrogen responsiveness of these tumor cells. Although hormone responsive,
ELT cells do not require estrogen for cell growth, probably due to the insulin-like
growth factor 1 (IGF-I) autocrine loop present in these cells (Howe et al., 1996).
However, when deprived of growth factors via serum starvation, ELT cells will
growth arrest and undergo apoptosis. Treatment of serum-starved cells with
estrogen increases cell number. This rescue is mediated by enhanced cell
proliferation rather than inhibition of apoptosis, which occurs at the same rate in
the presence and absence of estrogen (Burroughs et al., 1997). Thus, estrogen
appears to be a mitogen for leiomyomas that can modulate cell proliferation but
has little effect on the apoptotic program of these tumors.

V. Hormonal and Reproductive Factors That Modulate
Tumor Development

Several endogenous or environmental factors that modulate risk for devel-
oping uterine leiomyoma affirm the hormone responsive nature of this disease.
Obesity and age at menarche have been linked to an increased risk for uterine
leiomyoma, while cigarette smoking, use of oral contraceptives containing
progesterone, and parity have been identified as protective factors (Ross et al.,
1986; Parazzini et al., 1988,1992,1996a,b; Kjerulff et al., 1996, Marshall et al.,
1997,1998a,b; Chiaffarino et al., 1999a,b). Obesity, particularly in peri- and
postmenopausal women, increases levels of circulating estrogen through aroma-
tization of fat stores, while early menarche increases overall exposure to circu-
lating ovarian hormones. Cigarette smoking induces enzymes that can promote
estrogen metabolism. The progesterone present in estrogen � progesterone oral
contraceptives opposes the action of estrogen present in these formulations. In
the case of pregnancy, the risk of uterine leiomyoma in parous women is
approximately half that of nulliparous women. The risk of developing this
disease decreases significantly with increased number of pregnancies (Ross et al.,
1986; Parazzini et al., 1988,1996a,b). However, epidemiological data have been
subject to interpretation as to whether pregnancy per se is protective or, as
leiomyomas are a major cause of infertility, women that develop these tumors are
less fertile and thus have lower pregnancy rates. Although the mechanism by
which parity acts as a protective factor is not yet clear, additional experimental
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data obtained in the Eker rat model suggest that the hormonal milieu associated
with pregnancy may help prevent tumor development (Table II).

Nulliparous, virgin female Eker rats develop leiomyomas with a frequency
of 65%. When these animals are bred with fertile males, a dramatic shift in tumor
incidence and presentation is observed. As shown in Table II, in females allowed
to have a single litter to confirm fertility, tumor incidence was 71% for gross and
microscopic lesions combined, whereas in animals undergoing multiple rounds
of pregnancy (average five litters/animal), tumor incidence was reduced
to � 10%. This protective effect was particularly pronounced for tumors of the
uterine cervix, the primary site of tumor development in fertile/nulliparous
animals (� 80%), whereas less than 15% of the tumors arose in this location in
animals undergoing multiple pregnancies (Walker et al., in press) (Figure 3).

Pregnancy has been shown to modulate the incidence of other types of
hormone-dependent tumors, although the mechanisms of this protective effect
appear to operate at different levels in different cell types. In breast cancer, early
pregnancy is the most protective, suggesting an effect on the normal target cell
population from which these tumors arise (Colditz, 1993; Hulka, 1996; Kelsey
and Bernstein, 1996; Adami et al., 1998). Experimental animal studies have
confirmed this hypothesis and suggest that differentiation of ductal epithelial

TABLE II
Impact of Hormonal and Reproductive Factors on Uterine Leiomyoma

Condition Ovariectomy
SERM treatment
(antiestrogen)

Targertin treatment
(RXR ligand,
antiestrogen) Pregnancy

Expected tumor
incidence

Gross � micro
23/34 � 68%
(sham surgery)

Gross � micro
26/31 � 84%
(placebo) 23/37
� 62% (vehicle)

Gross � 8/24
Micro � 1/24
(vehicle)

Gross � micro
12/17 � 71%
(single-litter
fertile females)

Observed tumor
incidence

Gross � micro
1/31 � 3%

Gross � micro
10/29 � 35%
(tamoxifen)
11/30 � 37%
(LY 326315)

Gross � 4/38
Micro � 9/38

Gross � micro
(in parous rats
having 4–5
litters)
6/58 � 10%

Modulation 95% decrease in
tumor incidence
(p � 0.001)

40–60%
decrease in
tumor incidence
(p � 0.05)

65% decrease in
macroscopic
lesions
(p � 0.05)

86% decrease in
tumor incidence
(p � 0.001)

Reference Walker et al.,
2000

Walker et al.,
2000

Gamage et al.,
2000

Walker et al., in
press
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cells in the mammary gland mediated by the hormones of pregnancy contributes
significantly to the protective effect of this condition (Abrams et al., 1998; Russo
and Russo, 1998; Sivaraman et al., 1998; Guzman et al., 1999). In contrast, in the
endometrium, time of last pregnancy appears to be a more important determinant.
In women with only a single pregnancy, the most protection is afforded to
women having a late rather than early pregnancy. This suggests that the
protective effect is acting against the nascent neoplastic/preneoplastic cell pop-
ulation (Albrektsen et al., 1995; Hirose et al., 1996; Franchesschi, 1998; Lambe
et al., 1999; Parslov et al., 2000). The fact that no protection against the
development of uterine leiomyoma was afforded female Eker rats undergoing a
single early pregnancy would suggest that the protective mechanisms of preg-
nancy in the myometrium are more similar to the endometrium (i.e., acting
against nascent tumor cells) than the breast (protective differentiation).

Anderson and Barbieri first suggested an interesting hypothesis in which
leiomyoma cells were described as resembling a myometrial cell of pregnancy
rather than a typical myometrial cell under the influence of the menstrual cycle
(Andersen et al., 1995). These similarities include increased levels of steroid
hormone receptors, expression of IGF-I, and production of extracellular matrix
proteins such as collagens type I and II. Furthermore, leiomyomas constitutively
express high levels of connexin 43, the predominant connexin found in the
myometrium during pregnancy (Andersen et al., 1993). Connexin 43 expression
is negligible in myometrial cells during the normal menstrual cycle and early
pregnancy; however, at term, connexin 43 becomes abundantly expressed under
the influence of estrogen (Chow and Lye, 1994). This confirms that leiomyomas
not only share the characteristics of myometrial cells during pregnancy but more
specifically have the phenotype of these cells at parturition. At parturition,
myometrial smooth muscle cells have a unique phenotype that differentiates

FIG. 3. Presentation of leiomyomas as a function of parity. In addition to reducing tumor
incidence, pregnancy changes the spatial distribution of tumors. Virgin animals and those having a
single litter (to confirm fertility) primarily develop tumors within the uterine cervix, whereas those
undergoing multiple pregnancies develop tumors primarily on the uterine horns.
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them from myometrial cells at other stages of pregnancy. High levels of
expression of a number of contraction-associated proteins (e.g., connexin 43,
oxytocin receptors, cycloxygenase and its associated prostaglandins) are unique
to the parturient myometrial cell. Leiomyoma cells share this phenotype but
differ from the parturient myometrium in that they are neoplastic. Key biochem-
ical and molecular differences must exist between a myometrial cell at parturition
and a leiomyoma cell to account for this difference. An example of one such
fundamental difference between myometrial cells and leiomyomas is their ability
or inability, respectively, to undergo the biological program responsible for
remodeling and involution of the uterus that occurs in a pregnant myometrial cell
following parturition. In leiomyoma cells, this deficiency may be due to their
hypersensitivity to steroid hormones, which may prevent them from triggering
the normal dedifferentiation or apoptotic program of a parturient myometrial cell
and returning to a nongravid, quiescent state (Cesen-Cummings et al., 2000).

Selective estrogen receptor modulators (SERMs) are a new class of synthetic
compounds that bind to the estrogen receptor and exhibit tissue-specific agonist
or antagonist activity (Jordan and Furr, 2001). Compounds such as tamoxifen and
raloxifene are two prototypical SERMs currently in clinical use for prevention/
treatment of breast cancer and osteoporosis (Nayfield et al., 1991; Jordan, 1992;
Fuchs-Young, 2001). Tamoxifen is a nonsteroidal triphenylethylene that is
metabolized in vivo to several intermediates, the principal one being N-desmethyl-
tamoxifen. Raloxifene is a benzothiophene derivative that binds to the estrogen
receptor with nanomolar affinity and, like tamoxifen, acts as an estrogen agonist
or antagonist, depending on cellular context. The tissue specificity observed for
these compounds has been exploited to provide antagonism of estrogen action in
the breast, while avoiding adverse side effects in other hormone-responsive
tissues. Unfortunately, in the uterus, tamoxifen acts as an agonist in the endo-
metrium and can promote the development of endometrial carcinoma (Hardell,
1988; Fornander et al., 1989; Kedar et al., 1994; Hulka, 1997). However, until
recently, the effect of these or other SERMs on the myometrium and on
leiomyomas had not been investigated. Preclinical data obtained from the Eker
rat model now suggest that this class of compounds may be effective therapeutic
agents for leiomyoma.

In culture, ELT cell lines proliferate in response to estrogen. Both basal and
estrogen-induced cell proliferation are inhibited by 4-OH tamoxifen (a biologi-
cally active metabolite of tamoxifen) and raloxifene (Howe et al., 1995b,1996;
Fuchs-Young et al., 1996). When these cells are grown as xenografts in nude
mice, estrogen treatment increases tumor size, whereas tamoxifen treatment
decreases tumor size and increases tumor latency (Howe et al., 1995b). Further-
more, in vivo studies in which Eker rats were treated with either tamoxifen or
raloxifene for 2–4 months demonstrated that SERMs reduced tumor incidence
by � 50% and significantly reduced the size of the remaining tumors (Walker et
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al., 2000) (Table II). Importantly, sectioning of uteri and examination of
microscopic lesions in treated rats confirmed a reduction in the absolute number
of persistent lesions. This contrasts with the clinical experience with GnRH
agonists, which primarily reduce tumor size but do not decrease tumor cellularity
(Cohen et al., 1994). These preclinical data in the Eker rat suggest that, in
contrast to GnRH agonists, SERMs such as tamoxifen and raloxifene, which both
protect the bone and cardiovascular system and ablate leiomyomas, may have
efficacy as medicinal therapeutic agents for leiomyoma. In support of the
potential efficacy of SERMs, raloxifene recently has been reported to shrink
leiomyoma volume in postmenopausal women (Palomba et al., 2001).

An interesting aspect of the preclinical studies with SERMs was the finding
that while tumors from treated animals were significantly smaller and had a
reduced mitotic index, there was no change in the apoptotic indices of the treated
tumors relative to vehicle-treated controls (Walker et al., 2000). SERMs acting
as anti-estrogens in the myometrium and leiomyomas were able to inhibit cell
proliferation but were ineffective at inducing apoptosis. These in vivo data are
consistent with the description of leiomyoma cells as having an apoptotic defect
that is refractory to modulation by estrogen. However, in another preclinical
study, the retinoid X receptor (RXR) ligand targretin (LGD 1069) was shown to
be effective at inducing apoptosis in these cells (Table II) (Gamage et al., 2000).
Targretin previously has been demonstrated to act as an estrogen antagonist and
to have efficacy as a chemopreventive agent for hormone-dependent mammary
cancer (Gottardis et al., 1996; Fitzgerald et al., 1997). Treatment of tumor-
bearing Eker rats for 4 months with targretin decreased the number of grossly
observable tumors and significantly increased tumor apoptotic indices (Gamage
et al., 2000). These data suggest that, while refractory to the influence of
traditional anti-estrogens, the apoptotic program of leiomyomas may be modu-
lated via other signaling cascades, such as that induced via RXRs.

VI. Potential Impact of Environmental Estrogens

Xenoestrogens with endocrine-disrupting activity have been associated with
the dysregulation of reproductive function and promotion of malignancies in
experimental animals and human populations. With the recognition of the
ubiquitous presence of many of these xenoestrogens in our environment, the high
incidence of uterine leiomyomas in women has called into question the potential
influence of xenoestrogens in the pathogenesis of these tumors. Using ELT cell
lines, several in vitro assays have been developed to assess the estrogen-like
agonist activity of potential endocrine disruptors on leiomyoma cells. These
assays demonstrate that compounds from three major classes of xenoestrogens
can mimic the effect of estrogen on leiomyoma cells and act as ER agonists:
phytoestrogens, organochlorine pesticides, and pharmacologic agents. These
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compounds can stimulate proliferation of ELT cells in culture and transactivate
expression of an ERE-reporter construct and an endogenous estrogen-responsive
gene, the progesterone receptor, in leiomyoma cells (Hunter et al., 1999; Hodges
et al., 2000). Diethylstilbestrol, the phytoestrogens coumesterol, genistein, and
narigenin, and the organochlorine pesticides endosulfan, kepone, and HPTE (the
active metabolite of metoxychlor) are all able to stimulate cell proliferation in
estrogen-deficient medium. Additionally, the organochlorine pesticides methoxy-
chlor, dieldrin, and toxaphene, while unable to stimulate cell proliferation, were
able to act as agonists at the molecular level to transactivate the ER to induce
expression of both ERE reporter genes and transcription of the PR. Interestingly,
agonist activity by these compounds in leiomyoma cells requires activation of
both AF1 and AF2 functions of the ER. Compounds that activate AF1 but fail to
activate AF2, 4-OH tamoxifen, and two raloxifene analogs act as antagonists in
these cells (Hunter et al., 1999).

Significantly elevated levels of organochlorine pesticides previously have
been detected in tumors and blood samples of women with leiomyoma (Saxena
et al., 1987). These studies suggest a possible link between organochlorine
pesticide exposure and the development of uterine leiomyomas. Organochlorine
pesticides tend to bioaccumulate in fat stores and to be released during lactation
and times of stress such as fasting. Under these conditions, exposure levels may
be substantially higher within the body than those originally encountered in the
environment. Furthermore, windows of susceptibility may exist at times when
circulating estrogen levels are low. Exposure to even relatively low levels of
xenoestrogens during windows of susceptibility, such as during the neonatal
period, could produce deleterious effects on the reproductive system and poten-
tially contribute to the development of leiomyomas. Several studies have impli-
cated exposure to organochlorine pesticides such as dieldrin with an increased
incidence of breast cancer (Wolff et al., 1993; Hoyer et al., 1998), although these
data are controversial and recently have been called into question (Hunter et al.,
1999).

VII. Summary

It is clear that hormonal milieu has a tremendous impact on the growth and
development of uterine leiomyoma. Using experimental animal models such as
the Eker rat, it is possible to dissect these hormonal factors and determine their
influence on specific aspects of tumor etiology and treatment in ways that are
difficult or impossible to approach in humans. As shown in Figure 4, using the
Eker rat model, it has been possible to clearly demonstrate that the development
of leiomyoma is dependent on steroid hormones and this process can be
modulated by several hormonal and reproductive factors. Tumor development is
promoted by steroid hormones, and possibly by xenoestrogens, while other
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FIG. 4. Hormonal and reproductive factors that impact uterine leiomyomas. Uterine leiomyomas are hormone-dependent tumors
and the development of this disease can be promoted by estrogens and inhibited by hormone ablation and pregnancy. SERMs have been
demonstrated in preclinical studies to be effective at inhibiting tumor growth and offer promise as new therapeutic agents for this disease. 289
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alterations in a women’s hormonal milieu, such as that which occurs during
pregnancy, may prevent the development of these tumors. Because leiomyomas
retain their hormone-responsive phenotype, they are amenable to hormonal
therapy. Traditional adjuvant therapy with GnRH agonists has been demonstrated
to reduce tumor burden and symptoms but induces serious side effects associated
with the generalized hypoestrogenic milieu these drugs induce. Preclinical
studies in the Eker rat model indicate that SERMs, which act as estrogen
antagonists in leiomyomas while acting as estrogen agonists in the bone and
cardiovascular system, hold promise as new candidate therapeutic agents for this
disease.
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ABSTRACT

The term selective estrogen receptor modulators describes a group of pharmaceuticals that
function as estrogen receptor (ER) agonists in some tissues but that oppose estrogen action in others.
Although the name for this class of drugs has been adopted only recently, the concept is not new, as
compounds exhibiting tissue-selective ER agonist/antagonist properties have been around for nearly
40 years. What is new is the idea that it may be possible to capitalize on the paradoxical activities
of these drugs and develop them as target organ-selective ER agonists for the treatment of
osteoporosis and other estrogenopathies. This realization has provided the impetus for research in this
area, the progress of which is discussed in this review.

I. Introduction

Selective estrogen receptor modulators (SERMs) are a class of estrogen
receptor (ER) ligands that, depending on the cell and tissue in which they
operate, can function as agonists or antagonists (McDonnell, 1999). Initially
classified as partial agonists, the realization that the relative agonist/antagonist
activities of SERMs can differ between cells has indicated that they constitute a
pharmacologically distinct class of compounds. This misclassification was ap-
parent as early as 1967 when the properties of the “anti-estrogen” tamoxifen were
first described. Specifically, it was observed that this compound could function as
an antagonist in the reproductive systems of mice, a partial agonist in rats, and
a pure antagonist in chickens (Harper and Walpole, 1967). The true significance
of these findings – which indicated that tamoxifen could oppose estrogen action
in some environments but mimic the action of the hormone in others – was not
realized until much later, although, in retrospect, it was clear that the SERM
concept was already developing (Kurl and Borthwick, 1980; Beall et al., 1984;
Turner et al., 1987). It was not until a randomized clinical study, aimed at
evaluating the impact of tamoxifen chemotherapy on skeletal integrity in breast
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cancer patients, was performed that the beneficial effects of SERM action
became clear (Love et al., 1992). Unexpectedly, it was found that although
tamoxifen functioned as an anti-estrogen in breast, it exhibited significant
estrogenic activity in the skeletal and cardiovascular systems. These compelling
data suggested that SERMs might have utility outside the realm of oncology as
treatments for osteoporosis, cardiovascular disease, and other conditions associ-
ated with hypoestrogenicity. Indeed, were it not for the fact that tamoxifen can
function as an ER agonist in the uterus and elevates a woman’s risk of getting
uterine cancer, it is possible that this drug could have been developed as an
antiresorbtive therapy for osteoporosis (Ismail, 1994). Fortunately, other com-
pounds were available that had more favorable therapeutic profiles. One drug in
particular, keoxifene (subsequently renamed raloxifene), was found to function
similarly to tamoxifen (as an anti-estrogen) in breast tumors but functioned as a
pure antagonist in the uterus (Clemens et al., 1983; Poulin et al., 1989). This drug
emerged from a discovery program aimed at developing an anti-estrogen that
could be used for the treatment of tamoxifen-refractory breast cancers. Whereas
it was not found to be effective as a breast cancer chemotherapeutic, its ability
to function as an agonist in bone, but not uterus, led to the approval of this drug
for the treatment and prevention of osteoporosis (Turner et al., 1994; Black et al.,
1994). Thus, the SERM concept was established and the search for improved
drugs of this class took off and continues today at a frantic pace.

II. The Unmet Medical Need for SERMs with
Improved Therapeutic Profiles

The therapeutic profile of raloxifene makes it appealing to women who do
not want to take classical estrogen-containing medicines. However, it is clearly
not a substitute for established estrogen replacement therapies (Delmas et al.,
1997; Ettinger et al., 1999). On the positive side, it was determined that
raloxifene was about 30% as effective as estrogen in bone, had insignificant
uterotrophic activity, and lowered low-density lipoprotein-cholesterol without
elevating triglycerides (Delmas et al., 1997). Unlike estrogen, it was unable to
suppress hot flashes and exacerbated other climacteric conditions associated with
menopause (Delmas et al., 1997). However, the main impediments to a wider
acceptance of the existing SERMs are the unknowns. Estrogens have been shown
to have beneficial effects in the cardiovascular and central nervous system (CNS)
(Zumoff, 1993; Yaffe et al., 1998). However, since we do not know the
mechanism(s) underlying these positive activities of estrogens, there is a possi-
bility that administration of a SERM, which has the potential to manifest agonist
or antagonist activity, may lead to a deterioration of function in these systems.
These limitations not withstanding, it is the initial data that demonstrated that
breast cancer incidence could be reduced by up to 72% in postmenopausal
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women taking raloxifene that suggested that SERMs will become a mainstream
medicine (Cummings et al., 1999). Although it remains to be seen if this initial
suppression of breast cancer incidence translates into improvements in survival,
this finding has encouraged pharmaceutical manufacturers to launch major
efforts to search for the perfect SERM (Willson et al., 1997; Ke et al., 1998).
Clearly, despite the beneficial effects of raloxifene, it is generally held that better
SERMs remain to be identified. From what is known about the next generation
of SERMs now under development, it appears that they will display an advantage
over raloxifene with respect to potency (Ke et al., 1998; Neven, 2000). Apart
from improved pharmaceutical properties, however, it is not clear if second-
generation SERMs will have a therapeutic profile that is better than raloxifene.
It is likely that, as we begin to understand the molecular mechanisms that
determine the relative agonist/antagonist activities of these first- and second-
generation SERMs, we will be in a position to develop mechanism-based screens
for compounds with improved therapeutic profiles. Since millions of years of
evolution have enabled cell-signaling systems to optimally recognize the ER-
estradiol complex, it is unlikely that a compound can be developed that will
possess all of the positive and none of the negative attributes of estradiol.
However, given what we have learned thus far about estrogen action, it does
appear that we can improve over current SERMs and that, in the future, we may
have an expanded family of such compounds that may have different target site
specificities. How – and in what direction – this field develops is now in the
hands of the basic scientist. It is unlikely that truly novel therapies can be
developed until the mechanisms of action of estrogens and SERMs in bone, the
CNS, or the cardiovascular system are known and this information is incorpo-
rated into drug screens.

III. Lessons in SERM Action from Studying Tamoxifen Resistance

Until recently, tamoxifen was considered to have a relatively simple mech-
anism of action, functioning as a competitive antagonist that opposed the binding
of estrogen to its receptor (Clark and Peck, 1979; Clark and Markaverich, 1988).
Not surprisingly therefore, much of the past research on this drug has focused on
defining how it functioned as an anti-estrogen. Now, research interests have
broadened to probe the mechanism(s) by which the SERM activity of tamoxifen
is manifest. Some investigators have focused on determining how resistance to
tamoxifen arises in breast tumors, whereas others are interested in how it (and
related compounds) can function as tissue-selective agonists/antagonists. We
believe that these two apparently dichotomous actions of tamoxifen are, in fact,
related. Thus, several years ago, we considered that insights into SERM action
could be gained from studying the mechanism(s) by which breast cancer cells
escape the antagonist actions of tamoxifen.
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Tamoxifen was initially approved as an anti-estrogen in 1978 for the treatment
of metastatic breast cancer and as an adjuvant chemotherapeutic in noninvasive
disease (Osborne, 1998). A large number of studies have demonstrated a significant
impact of this drug on both disease-free and overall survival (Gockerman et al., 1986;
Fisher et al., 1996,2001; Early Breast Cancer Trialists’ Collaborative Group, 1998).
However, in the metastatic setting, tamoxifen failure (resistance) eventually arises
within the first 5 years of treatment (Touchette, 1992; Tonetti and Jordan, 1995).
Initially, this was considered to reflect classical resistance where receptor mutations,
changes in tamoxifen metabolism, or multiple drug resistance systems were consid-
ered to be the primary mechanism(s) responsible (Osborne et al., 1991,1992; Sluyser,
1992; Karnik et al., 1994; Tonetti and Jordan, 1995). However, several pieces of
evidence have suggested that it may not be as simple as initially suspected and that
failure actually may reflect a change in the biocharacter of tamoxifen in which it
switches from being recognized by cells as an antagonist to an agonist (Legault-
Poisson et al., 1979; Canney et al., 1987; Hu et al., 1993; Norris et al., 1999; Connor
et al., 2001). This contention is clearly supported by the fact that a significant number
of patients who initially respond to tamoxifen, and who subsequently progress,
demonstrate a secondary response upon discontinuation of therapy (Legault-Poisson
et al., 1979; Stein et al., 1983; Canney et al., 1987; Belani et al., 1989). Another more
recent, and alarming, finding came from the NSABP-B14 adjuvant chemotherapy
trial performed in ER-positive, node-negative breast cancer patients (Fisher et al.,
1996,2001). In this study, it was demonstrated that disease-free survival in patients
receiving tamoxifen improved by over 50%. However, patients who received
tamoxifen for longer than 5 years did no better, and possibly worse, than patients
receiving tamoxifen for only 5 years (Fisher et al., 1996,2001). These findings
suggested that tamoxifen did not simply fail but that it may be responsible for harm
in some patients, possibly due to an antagonist/agonist switch. Given these findings,
and the observation that tamoxifen could function as an agonist in the uterus, bone,
and the cardiovascular system, we considered that resistance to this drug may arise
as a consequence of 1) positive selection of a population of cells that is already poised
to recognize tamoxifen as an agonist or 2) a drug-facilitated change in the processes
that enable cells to distinguish between agonists and antagonists. It appeared,
therefore, that a definition of the mechanism(s) by which tamoxifen agonist activity
was manifest in some circumstances would help us to understand the molecular basis
of resistance and may also shed light on SERM action.

IV. Definition of the Processes That Permit Cells to Distinguish Between
Different ER-Ligand Complexes

In established models of ER action, the role of estrogens was considered to
be that of a switch that converted the transcriptionally inactive ER within the
nuclei of target cells into a form that was capable of interacting with the
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regulatory regions within target genes and positively or negatively regulating
transcription (McDonnell, 1999). Within the confines of this model, it was hard
to understand how tamoxifen could manifest SERM activity, since it would
predict that compounds were able to function as estrogens and activate or bind to
the receptor and competitively inhibit estrogen binding and thus function as
antagonists. Clearly, this was an oversimplification of what was occurring in the
cell. Indeed, several major discoveries have occurred over the past decade that
have revealed additional complexity in ER action and help to explain the
pharmacology of SERMs such as tamoxifen. The most important of these are
1) the discovery of a second estrogen receptor, ER�; 2) the observation that the
conformation of the two receptor subtypes is influenced by the nature of the
bound ligand; and 3) the identification of receptor-associated comodulators,
proteins that can enhance (coactivators) or repress (co-repressors) receptor
transcriptional activity (Beekman et al., 1993; McDonnell et al., 1995; Onate et
al., 1995; Kuiper et al., 1996; Mosselman et al., 1996; Brzozowski et al., 1997;
Shiau et al., 1998; Pike et al., 1999,2001; McKenna et al., 1999; McKenna and
O’Malley, 2000). All three of these activities have been shown to be important
in SERM pharmacology and have been studied in great detail. For a more
complete description of these particular advances, the reader is referred to several
excellent reviews that have been published recently (McKenna et al., 1999;
McKenna and O’Malley, 2000). However, the roles that these processes play in
determining the agonist/antagonist activities of SERMs are highlighted below.

V. The Role of ER� in SERM Action

Exploitation of differential expression of receptor isoforms, or subtypes, is a
common mechanism by which tissue-selective drugs can be developed. Thus,
with the identification of a second, genetically distinct ER, ER�, and the
demonstration that its expression pattern was not identical to that of the
previously identified receptor ER�, a potentially simple explanation for SERM
pharmacology was anticipated (Kuiper et al., 1997). However, to date, we know
very little about the role of ER� in estrogen action. mRNA expression studies
have demonstrated that ER� is expressed in a wide variety of tissues (Shughrue
et al., 1996; Kuiper et al., 1997). However, confirmation of the existence of
significant levels of receptor protein in all mRNA-positive tissues has been more
difficult and needs further investigation. Compounding this problem is the
difficulty in defining the phenotypes in ER� knockouts where no consensus
among investigators is yet apparent (Couse and Korach, 1999). Studies per-
formed in vitro using reconstituted transcription systems indicate that, on
ERE-containing promoters, both ER� and ER� can activate transcription in
response to agonists such as estradiol (McInerney et al., 1998; Hall and
McDonnell, 1999). With one documented exception, however, it appears as if
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ER� is a significantly more efficient activator of transcription than ER� (Harris
et al., 2001). In cells where both subtypes are expressed, ER� can dampen ER�
activity and decrease overall sensitivity to agonists (Hall and McDonnell, 1999).
The mechanism by which this occurs is not known but could represent compe-
tition between the receptors for the same DNA response element and/or het-
erodimerization of the weaker ER� with ER�. The inability to ascribe specific
functions to ER� in vivo has limited our analysis of the role of this isoform on
ER pharmacology to studies performed in vitro. In transfected cell systems, on
classical ERE-containing promoters, it appears as if tamoxifen is always an ER�
antagonist (Hall and McDonnell, 1999). In contrast, some of these same cells are
capable of supporting tamoxifen agonist activity when ER� alone is expressed in
an ectopic manner (Tzukerman et al., 1994). Interestingly, in cells where
tamoxifen activates ER�-mediated transcriptional activity, coexpression of ER�
completely suppresses this activity (Hall and McDonnell, 1999). Thus, it is
possible that, whereas ER� is required for tamoxifen partial agonist activity, the
expression level of ER� can regulate the magnitude of this activity. When
analogous studies are performed on AP-1 element-containing promoters, where
ER binds indirectly to the promoter by contact with a prebound fos/jun complex,
it was observed that the pharmacology of estrogens and SERMs is not the same
as that observed on classical ERE-containing promoters (Paech et al., 1997).
Notably, in AP1/ER� systems, estrogens activate and SERMs display a range of
activities from partial to full agonists. However, when ER� is studied in the same
manner, it is noticed that estrogens antagonize and SERMs (all tested) activate
transcription. The physiological significance of these results awaits the demon-
stration that the ER-AP1 interaction occurs in vivo. Considering what we now
know, it appears as if tamoxifen can inhibit estradiol-activated transcriptional
regulation by both ER� and ER�. Importantly, however, in some cell and
promoter contexts, the tamoxifen-ER� complex can manifest partial agonist
activity. Thus, it remains to be explained how the same ER�-ligand complex can
be recognized differently in different cells.

VI. Receptor Conformation and ER Pharmacology

The ability of tamoxifen to manifest agonist activity in a cell-selective
manner suggested that tamoxifen was not merely freezing ER in an apo-state, as
the initial models proposed, but rather it must do something to the receptor that
enables its unique pharmacological activities. Data to support this idea came
from studies that used protease digestion assays to map the surfaces presented on
ER� when occupied by different ligands (Beekman et al., 1993; McDonnell et
al., 1995). Although this is not a sensitive technique, the conclusions of these
studies were that tamoxifen was able to induce a change in ER� conformation
that distinguished this receptor-ligand complex from apo-ER and that observed in
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the presence of estradiol or the pure anti-estrogens such as ICI182,780 (Beekman
et al., 1993; McDonnell et al., 1995; Kraichely et al., 2000). Identical changes in
conformation were observed when other SERMs were evaluated in this assay.
Thus, it was not clear why tamoxifen and other SERMs such as raloxifene and
nafoxidine were functionally distinct when assayed in vivo (McDonnell et al.,
1995). Nevertheless, these early studies indicated that there was a link between
the structure of the receptor-ligand complex and function. The general findings
of these initial protease digestion studies were confirmed by subsequent crystal-
lographic analysis of different ER�-ligand complexes (Brzozowski et al., 1997;
Shiau et al., 1998; Pike et al., 1999, 2001). As with the protease digestion
experiments, crystallography has not yet been able to provide an obvious
explanation for the observed functional differences between tamoxifen and other
SERMs like raloxifene (Brzozowski et al., 1997; Pike et al., 1999). Regardless,
these studies were able to demonstrate that ER can exist in states other than “off”
and “on” and that receptor conformation was a key regulator of receptor
pharmacology.

VII. Receptor Coactivators and Co-repressors

The true significance of the finding that ER� could adopt different confor-
mations in the presence of agonists, SERMs, and antagonists came with the
discovery of receptor coactivators and co-repressors. The coactivator proteins,
among them the p160 class members steroid receptor coactivator (SRC-1) and
glucocorticoid receptor interacting protein (GRIP-1), interact with agonist-acti-
vated ER (Onate et al., 1995; Hong et al., 1996; Norris et al., 1998). This permits
the ligand-activated receptor to contact the transcriptional apparatus and stabilize
the preinitiation complex. In addition, some of these coactivators possess histone
acetyl transferase (HAT) activity and recruit additional proteins with HAT
activity like CBP and pCAF to the ligand-receptor complex (Spencer et al., 1997;
McKenna et al., 1999). One major function of the DNA-bound ER-ligand
complex, therefore, is to facilitate the acetylation of histones at target gene
promoters, thus permitting a local decondensation of chromatin. Transcriptional
corepressors (e.g., NcoR, SMRT), on the other hand, oppose the activity of
coactivators by interacting with apo-ER, or that activated by antagonists, facil-
itating the assembly of large protein complexes that can deacetylate histones
(McKenna et al., 1999). As a consequence, a localized condensation of chroma-
tin and subsequent diminution of ER-mediated transcriptional activity are ef-
fected. With respect to drug-selective biological activities, the identification of a
large number of different coactivators whose level of expression can differ
between cells is important, as it suggests that differential cofactor recruitment
may be a primary determinant of the tissue-selective actions of SERMs. This
hypothesis is generally supported by recent studies that have tried to link the
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differential pharmacology of ER ligands to coactivator availability (Smith et al.,
1997; Jepsen et al., 2000; Kraichely et al., 2000). Notwithstanding the successes
to date, however, a final resolution of this issue, ascribing a given function to a
specific coactivator, is likely to be several years away.

VIII. Linking Receptor Conformation, Receptor Interacting Proteins,
and Pharmacology

When the crystal structure of estradiol-activated ER�, complexed with a
fragment of GRIP-1, encompassing the nuclear receptor interacting domain
(NR-box), was solved, a clear understanding of how agonists activate and
antagonists inhibit ER transcriptional activity emerged (Shiau et al., 1998). Upon
binding an agonist, it was demonstrated that there was a realignment of five of
the 12 �-helices in the ER�-ligand-binding domain such that a hydrophobic
pocket on the receptor surface formed that enabled coactivator docking. It was
also shown that tamoxifen and other antagonists induce distinctly different
receptor conformations and prevent the formation of the hydrophobic coactiva-
tor-binding pocket (Brzozowski et al., 1997). These findings, which have been
confirmed by a variety of biochemical approaches, suggest that the mechanism
by which tamoxifen and estrogen manifest agonist activity are not the same.
However, since one of the obligate steps in ER action appears to be the
recruitment of a coactivator, it is likely that the coactivators with which
ER-estradiol and ER-tamoxifen complexes interact are different or that the same
coactivator can interact with ER in more than one way. As a first step in
addressing this hypothesis, we used combinatorial phage display of random
peptides to identify probes that could be used to map potential protein-protein
interaction surfaces on ER� in the presence of tamoxifen and/or estradiol (Norris
et al., 1999; Paige et al., 1999; Wijayaratne et al., 1999). Specifically, we
screened large libraries of bacteriophage that expressed random peptides (11–19
amino acids in length) and identified a series of phage that expressed peptides
that interacted specifically with ligand-activated ER�. The interaction of the
peptides expressed by these phage with ER� was assessed using a mammalian
two-hybrid assay wherein the ability of a Gal4-peptide fusion to recruit an
ER�-VP16 protein to a GAL4-responsive promoter was assessed (Figure 1A).
The results of a typical analysis are shown in Figure 1B. One class of peptide,
�/�I, interacted only with agonist-activated ER�. Not surprisingly, when se-
quenced, all members of this class of peptides were found to encode peptides that
contain an LXXLL motif, a sequence that has been shown to constitute the
docking module on the p160 class of coactivators (Heery et al., 1997). Another
of the peptides identified, �II, interacted with ER� in the presence of either
estradiol or tamoxifen. However, the most exciting finding was the identification
of the peptides �/�III and �/�V that interacted only with tamoxifen-activated
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ER�. These data confirmed that the structure of the ER�-tamoxifen and ER�-
estradiol complexes were not the same and suggested that unique protein-protein
interaction surfaces were presented on ER� following its interaction with these
two compounds.

IX. The Agonist Activity of Tamoxifen and Estrogen Are Not Manifest in
the Same Manner

The primary objective of the phage-display experiments was to identify
peptides that could be used to probe ER� structure in the presence of different
ligands (Paige et al., 1999). However, a quick review of a large number of studies
that have used phage display in a similar manner on other targets indicated that
the peptides that are identified in these types of studies usually bind to surfaces
on proteins responsible for protein-protein interactions (Sparks et al., 1996; Kay
et al., 1998). In light of this observation, we tested whether expression of the
tamoxifen or estradiol-specific peptides in intact cells would have an impact on
ER� transcriptional activity (Norris et al., 1999). To address this issue, we took
advantage of the fact that, in cultured liver hepatocellular carcinoma cells
(HepG2), tamoxifen and 17�-estradiol both manifest agonist activity (Figure

FIG. 1. Identification of peptides whose ability to interact with ER� is influenced by the nature of
the bound ligand. (A) A modified mammalian two-hybrid assay was used to assess the interaction of the
peptides identified by phage display to interact with ER�-VP16 in the presence of the indicated ligands.
(B) Each peptide was expressed as a fusion with the GAL4-DBD and its ability to interact with the
ER�-VP16 chimera was measured in transfected HepG2 cells on a Gal4-luciferase reporter, as described
previously. All data were normalized to that of a hormone-unresponsive CMV-�-galactosidase reporter.
[Reprinted from Norris JD, Paige LA, Christensen DJ, Chang C-Y, Huacani MR, Fan D, Hamilton PT,
Fowlkes DM, McDonnell DP 1999 Peptide antagonists of the human estrogen receptor. Science
285:744–746. Copyright American Association for the Advancement of Science.]
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FIG. 2. Disruption of ER�/ERE-mediated transcriptional activity. (A) HepG2 cells were
transfected with the estrogen-responsive C3-Luc reporter gene along with an ER� expression vector.
Cells were induced with either estradiol or tamoxifen as indicated. NH, no hormone. (B) HepG2 cells
were transfected as in (A), except that expression vectors for peptide-Gal4 fusions were included, as
indicated. Control represents the transcriptional activity of estradiol (10 nM)-activated ER� in the
presence of the Gal4DBD alone and is set at 100% activity. Increasing amounts of input plasmid for
each Gal4 peptide fusion is also shown (triangle), with the resulting transcriptional activity presented
as percent activation of control. (C) As (B), except that 4-OH tamoxifen (10 nM) was used to activate
the receptor. [Reprinted with permission from Norris JD, Paige LA, Christensen DJ, Chang C-Y,
Huacani MR, Fan D, Hamilton PT, Fowlkes DM, McDonnell DP 1999 Peptide antagonists of the
human estrogen receptor. Science 285:744–746. Copyright 1999 American Association for the
Advancement of Science.]
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2A). Specifically, in HepG2 cells transfected with ER� and the complement
3-luciferase reporter, we were able to show that tamoxifen manifests partial
agonist activity demonstrating 30% the efficacy of estradiol (Norris et al.,
1996,1999). When this experiment was performed in the presence of a vector
expressing the �/�I peptide, it was observed that estradiol, but not tamoxifen,
agonist activity was inhibited (Figure 2B). Overexpression of the peptides that
interacted specifically with tamoxifen-activated ER� inhibited tamoxifen agonist
activity (Figure 2C), while having no effect on estradiol activity. Clearly, the
mechanisms by which tamoxifen and estradiol manifest agonist activity in this
model system were different. Furthermore, these latter findings suggest that the
surface(s) with which the tamoxifen-specific peptides interact enables ER� to
interact with a cofactor that facilitates its agonist activity. Since tamoxifen is a
synthetic ligand, it must be assumed that this interaction is not physiological but
pharmacologically induced and that agonist activity occurs as a consequence of
an ectopic interaction of ER� with some cofactor that is expressed in a
cell-specific manner (Figure 3).

X. The Surfaces Presented on ER Upon Binding Different SERMs
Are Not Identical

The concept that tamoxifen can facilitate an ectopic interaction of ER� with
a transcriptional coactivator was unanticipated. Ultimately, proof that this hy-
pothesis is correct will require the identification of the coactivators that interact
with the ER�-tamoxifen complex and demonstration that their expression is
sufficient to confer upon a cell the ability to recognize tamoxifen as an agonist.
Studies aimed at identifying this elusive coactivator(s) are underway. In the
meantime, however, we considered that it might be possible to test the relation-
ship between receptor structure, coactivator recruitment, and pharmacology in an
indirect manner. If the conformation of ER� is an important determinant of how
it interacts with coactivators and co-repressors, then we believed that it may be
possible to regulate these interactions with compounds that enable ER� to adopt
a conformation that is distinct from that formed in the presence of tamoxifen or
17�-estradiol. To test this hypothesis, a series of ER� agonists and antagonists
were examined. Previous studies had determined them to have functional
activities distinct from tamoxifen and estradiol, for their ability to facilitate the
interaction of the ER-interacting phage described above (Willson et al.,
1994,1997; Connor et al., 2001). This analysis was performed using an enzyme-
linked immunosorbent assay (ELISA) to assess the interaction of a representative
phage from each class with different ER�-ligand complexes (Figure 4). The
results of this analysis indicated that these SERMs and antagonists induce a
broad spectrum of conformational changes in ER� structure (Paige et al., 1999;
Norris et al., 1999; Wijayaratne et al., 1999). Notably, the peptides �/�III and
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�/�V (tamoxifen specific) did not interact with ER� when activated with
ICI182,780 or GW5638 (or its 4-OH metabolite GW7604), compounds that have
been shown previously to be biologically distinguishable from tamoxifen. Some
binding of the “tamoxifen-specific” peptide �/�III to raloxifene-activated ER�
was observed (Figure 4). Given what is known about the pharmacological
activities of the ligands studied, it is likely that the conformational changes
observed are functionally important. For instance, with the exception of their
actions in the uterus, raloxifene and tamoxifen (the only compounds that can
interact with the �/�V peptide) have been shown to have similar biological
activities (Sato et al., 1996). Consequently, it is not surprising that, given their
similar mechanism of action, raloxifene was found to be ineffective as a
treatment for tamoxifen-refractory breast cancer (Gradishar et al., 2000). In
contrast, however, ICI182,780, a compound that our studies and more recent
crystallographic analysis have indicated to induce a novel conformational change

FIG. 3. Using peptide antagonists that inhibit specific protein-protein interactions, it has been
demonstrated that the mechanisms by which estradiol and tamoxifen manifest agonist activity are
dissimilar. Estradiol binding enables ER� to adopt a conformation that is compatible with the binding of
a coactivator of the p160 class (i.e., SRC-1). Tamoxifen binding, on the other hand, induces a unique
alteration in receptor structure that permits an ectopic interaction of the receptor with an as-yet-
unidentified coactivator that shares the binding characteristics of the �/�V peptide. The existence of this
coactivator is supported by the fact that peptides of the �/�V class will inhibit tamoxifen, but not
estradiol-mediated transcriptional activity, when expressed in target cells (see Figure 2).
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in ER�, was found to be effective as a treatment for tamoxifen-refractory breast
cancers (Howell et al., 1995; Norris et al., 1999; Paige et al., 1999; Wijayaratne
et al., 1999; Pike et al., 2001). Taken together, these data are consistent with the
hypothesis that novel cofactor binding surfaces are presented on ER� upon
binding tamoxifen and other SERMs and that the availability of coactivators
capable of interacting with the surfaces presented are the primary determinants of
pharmacology.

XI. Confirmation of the Link Between ER Structure and Function in Vivo

The in vitro studies performed over the past 10 years on ER pharmacology
have enabled the derivation of molecular models with which to explain the

FIG. 4. Effect of ligands on ER� conformation. (Left panel) Phage ELISA assay: a biotinylated
vitellogenin ERE was immobilized on 96-well plates coated with streptavidin. Following this step,
ER� was immobilized on the ERE and incubated in the presence of the indicated ligand. Subse-
quently, bacteriophage expressing the indicated peptides were added. Phage were incubated for 30
minutes at room temperature and washed five times to remove unbound phage. The bound phage were
detected using an anti-M13 antibody coupled to horseradish peroxidase (HRP). (Right panel) The
binding specificity of a series of peptide-expressing phage to ER� was evaluated in the presence of
estradiol, SERMs, and the pure antagonist ICI182,780. Binding in the presence of progesterone was
assessed for control purposes. The details of the screens that yielded the specific phage used in this
analysis have been described previously (Paige et al., 1999). [Reprinted with permission from
Wijayaratne AL, Nagel SC, Paige LA, Christensen DJ, Norris JD, Fowlkes DM, McDonnell DP 1999
Comparative analyses of the mechanistic differences among antiestrogens. Endocrinology 140:5828–
5840. Copyright The Endocrine Society.]
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different biological activities of ER ligands (McDonnell, 1999). However, the
true test of whether these findings are physiologically relevant requires that the
in vivo activity of a compound can be predicted based on its in vitro properties.
In the past, studies have been done to show that ER ligands that functioned
differently in vivo could subsequently be distinguished in vitro. However, to our
knowledge, the reverse was never demonstrated with an ER ligand. Considering
the usefulness of predictive in vitro assays, we decided to test whether com-
pounds that were mechanistically distinct from tamoxifen were capable of
inhibiting tamoxifen-refractory tumors. For these studies, we developed a tamox-
ifen-resistant MCF-7 breast cancer xenograft model (Connor et al., 2001). This
was accomplished by growing MCF-7 cells in estrogenized athymic nude mice,
then suppressing estrogen-stimulated growth by simultaneous treatment with
tamoxifen. As expected, tamoxifen was initially found to be an effective inhibitor
of tumor growth. However, after several months, the tumors resumed growing,
despite the continued presence of tamoxifen. Indeed, we were able to demon-
strate that these tumors had changed in such a way as to require tamoxifen for
growth (Figure 5). This phenomenon has been observed by others using similar
systems. Thus, it appears that it is relatively easy for breast cancer cells to switch
from recognizing tamoxifen as an antagonist to seeing it as an agonist (Gottardis
and Jordan, 1988; Osborne et al., 1992). As with any model system, it is always
difficult to prove that it truly reflects the clinical situation and, in our case, that
the mechanism by which MCF-7 cells become resistant to tamoxifen in mice is
similar to how resistance arises in humans. However, given the clinical obser-
vations that 1) tamoxifen can function as an agonist in some organs, 2) a
significant number of patients with tamoxifen-refractory breast cancer respond
favorably to tamoxifen withdrawal, and 3) a tendency towards harm has been
noted in breast cancer patients receiving tamoxifen for periods longer than
5 years, we are confident in the utility of the MCF-7 xenograft model. We
propose, therefore, that the ability of tamoxifen to manifest agonist activity and
resistance are integrally linked.

Our studies indicate that specific surfaces on tamoxifen-activated ER�
enable it to manifest agonist activity by recruiting coactivators in some cells.
Thus, we believed that a compound that bound ER but did not enable the
presentation of the tamoxifen-specific surfaces would be an effective inhibitor of
the growth of tamoxifen-refractory breast tumors. To test this hypothesis, we
examined the ability of GW5638 (a compound that permitted ER� to adopt a
conformational state distinct from that induced by tamoxifen and did not
manifest agonist activity in cell systems where tamoxifen was a robust agonist)
to inhibit the growth of tamoxifen-refractory breast tumors in athymic nude mice
(Connor et al., 2001). The key results of this study, shown in Figure 6, are
entirely consistent with our hypothesis. Specifically, it was demonstrated that
tamoxifen-stimulated growth of these particular tumors was inhibited when
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GW5638 was coadministered. In addition, although some growth of tumors
persisted in the presence of GW5638 alone, it was significantly less than that
which occurred in the presence of tamoxifen. Based on these findings, we
propose a revised model to explain how cells are able to distinguish between
different SERMs (Figure 7). Specifically, we propose that, in the presence of
tamoxifen, ER undergoes a conformational change that enables it to interact in an
ectopic manner with a coactivator that shares the binding characteristics of the
�/�V peptide described above (Figures 1 and 2). Thus, the presence or absence
of this �/�V-like protein in a particular cell determines whether tamoxifen
functions as an agonist or an antagonist. Upon binding a compound such as
GW5638, ER adopts a conformational state that is distinct from that observed in
the presence of tamoxifen. This receptor conformation does not permit the
interaction of the �/�V-like coactivator and, thus, no agonist activity in this
environment is observed. The findings from the ongoing clinical trial of GW5638

FIG. 5. MCF-7 cell xenografts switch from recognizing tamoxifen as an antagonist to an
agonist. (Left panel) The growth of ER-positive MCF-7 cell xenografts is stimulated by estradiol and
inhibited by tamoxifen. In this study, xenografts were implanted into estrogenized, ovariectomized
mice. After tumors were established, mice were randomized and given vehicle (diamonds) or
tamoxifen (squares) three times weekly. Day 0 represents the first day of treatment, approximately 4
weeks after tumor implantation. Data are expressed as mean tumor volumes (n � 8–9 mice/group).
Animals that died during the experiment (five total) were included for the calculation of mean tumor
volumes until their death. Eventually, the tamoxifen-inhibited tumors began to grow and appeared to
be resistant. (Right panel) Putative tamoxifen-resistant tumors were implanted into both flanks of
estrogenized, ovariectomized, athymic nude mice. One half of the animals in each group were left
untreated, whereas one half received tamoxifen (TAM) three times a week. Tamoxifen was admin-
istered as a 1.0-mg injection in 0.1 ml of corn oil. Day 0 corresponds to the day of tumor implantation;
treatment began immediately. Data are expressed as mean tumor volume. Bars, SE. [Reprinted with
permission from Connor CE, Norris JD, Broadwater G, Willson TM, Gottardis MM, Dewhirst MW,
McDonnell DP 2001 Circumventing tamoxifen resistance in breast cancers using antiestrogens that
induce unique conformational changes in the estrogen receptor. Cancer Res 61:2917–2922. Copyright
The American Association for Cancer Research.]
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in metastatic, tamoxifen-refractory disease will help to test the validity of this
model.

XII. Final Comments

In this review, the major processes that have been shown to be involved in
modulating ER pharmacology have been considered. When considered together,
it is now apparent that different ligands can induce different alterations in the
structure of the ER and, by virtue of differential cofactor expression, cells can
distinguish between the resultant receptor-ligand complexes. It is clear that the
models presented here will continue to evolve as additional new processes that
interface with ER are discovered and their physiological relevance established.
For instance, it has been shown that receptor activity and response to ligands is
modulated by signaling pathways initiated at the cell membrane that directly
impinge on ER or modulate its activity by modifying the biochemical properties

FIG. 6. Inhibition of tamoxifen-refractory tumors by the SERM GW5638. MCF-7DU/TAM
tumors were implanted into athymic ovariectomized mice; tamoxifen was administered to promote
tumor growth. After tumors were measurable, animals were randomized by tumor volume into
treatment groups as follows: tamoxifen (diamonds), GW5638 (squares), and tamoxifen � GW5638
(triangles). Data are expressed as mean tumor volumes, n � 8–10 mice/group. Tumor measurements
of two animals that died randomly during the study were included in the mean volumes until the
animal died. [Reprinted with permission from Connor CE, Norris JD, Broadwater G, Willson TM,
Gottardis MM, Dewhirst MW, McDonnell DP 2001 Circumventing tamoxifen resistance in breast
cancers using antiestrogens that induce unique conformational changes in the estrogen receptor.
Cancer Res 61:2917–2922. Copyright The American Association for Cancer Research.]
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of coactivators and/or co-repressors (Power et al., 1991a,b; Ignar-Trowbridge et
al., 1993,1996; Aronica et al., 1994; Mora and Brown, 2000; Rowan et al.,
2000). In addition, it has been demonstrated in vitro that estrogens and anti-
estrogens can manifest nongenomic, ER-dependent activities in cultured cells.
For instance, it has been shown that estrogens and some SERMs can activate
mitogen-activated protein kinase (MAP-K) and phosphatidylinositol-3 kinase
(PI3-K) in cultured cells (Improta-Brears et al., 1999). The physiological rele-
vance of these latter activities is not clear, since they are only observed in cells
that have been serum starved for extended periods, a situation that is not
duplicated in vivo. Regardless, these findings demonstrate just how complex ER
pharmacology is and suggest new avenues for intervention with new classes of
pharmaceuticals.
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FIG. 7. Linking SERM action and receptor conformation. The studies that we have done on the
mechanism of tamoxifen resistance have led us to believe that resistance and the ability of tamoxifen
to manifest partial agonist activity in some contexts are related. Specifically, as mentioned above, it
has been demonstrated that upon binding tamoxifen, ER adopts a conformation that does not allow
it to interact with the p160 class of coactivators but with a coactivator whose binding properties
resemble that of the �/�V peptide. We have shown that this peptide (and presumably the corre-
sponding coactivator) does not interact with the GW5638-activated ER, as the alteration in receptor
structure induced by this particular ligand is not compatible with its interaction. Thus, a strong case
is made for the treatment of tamoxifen-refractory breast tumors with SERMs/anti-estrogens whose
mechanism of action is distinct from tamoxifen.
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ABSTRACT

Endocrine adjuvant therapy for breast cancer in recent years has focussed primarily on the use
of tamoxifen to inhibit the action of estrogen in the breast. The use of aromatase inhibitors has found
much less favor due to poor efficacy and unsustainable side effects. Now, however, the situation is
changing rapidly with the introduction of the so-called phase III inhibitors, which display high affinity
and specificity towards aromatase. These compounds have been tested in a number of clinical settings
and, almost without exception, are proving to be more effective than tamoxifen. They are being
approved as first-line therapy for elderly women with advanced disease. In the future, they may well
be used not only to treat young, postmenopausal women with early-onset disease but also in the
chemoprevention setting. However, since these compounds inhibit the catalytic activity of aromatase,
in principle, they will inhibit estrogen biosynthesis in every tissue location of aromatase, leading to
fears of bone loss and possibly loss of cognitive function in these younger women. The concept of
tissue-specific inhibition of aromatase expression is made possible by the fact that, in postmenopausal
women when the ovaries cease to produce estrogen, estrogen functions primarily as a local paracrine
and intracrine factor. Furthermore, due to the unique organization of tissue-specific promoters,
regulation in each tissue site of expression is controlled by a unique set of regulatory factors. These
factors are potential targets for the design of selective aromatase modulators, which could selectively
inhibit aromatase expression in breast with the same efficacy as the phase III inhibitors of activity but
leave expression in other local sites such as bone and brain untouched.

I. Aromatase and Its Gene

Estrogen biosynthesis is catalyzed by a microsomal member of the cyto-
chrome P450 superfamily, namely, aromatase cytochrome P450 (P450arom, the
product of theCYP19 gene). The P450 gene superfamily is a very large one,
containing (as of 1996) over 480 members in 74 families, of which cytochrome
P450arom is the sole member of family 19 (Nelsonet al., 1996). This heme
protein is responsible for binding of the C19 androgenic steroid substrate and
catalyzing the series of reactions leading to formation of the phenolic A ring
characteristic of estrogens.
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The human CYP19 gene was cloned some years ago (Means et al., 1989;
Harada et al., 1990; Toda et al., 1990), when it was shown that coding region
spans nine exons, beginning with exon II. Upstream of exon II are a number of
alternative first exons that are spliced into the 5�-untranslated region of the
transcript in a tissue-specific fashion (Figure 1). For example, placental tran-
scripts contain at their 5�-end a distal exon, I.1. This is because placental
expression is driven by a powerful distal promoter upstream of exon I.1 (Means
et al., 1991). Examination of Human Genome Project data reveals that exon I.1
is 89 kb upstream of exon II (Sebastian and Bulun, 2001). On the other hand,
transcripts in ovary and testes contain at their 5�-end sequence that is immedi-
ately upstream of the translational start site. This is because expression of the
gene in the gonads utilizes a proximal promoter, promoter II. By contrast,
transcripts in cells of mesenchymal origin (e.g., adipose stromal cells, osteo-
blasts) contain yet another distal exon (I.4) located 20 kb downstream of exon I.1
(Mahendroo et al., 1993). Adipose tissue transcripts also contain promoter
II-specific exonic sequences that are undetectable in bone (Shozu and Simpson,
1998).

Splicing of these untranslated exons to form the mature transcript occurs at
a common 3�-splice junction upstream of the translational start site. This means
that although transcripts in different tissues have different 5�-termini, the coding
region – and thus the protein expressed in these various tissue sites – is always
the same. However, the promoter regions upstream of each of the several
untranslated first exons have different cohorts of response elements, so regulation
of aromatase expression in each tissue differs. Thus, the gonadal promoter (II)
binds the transcription factors cyclic AMP (cAMP) response binding protein
(CREB) and steroidogenic factor 1 (SF1), so aromatase expression in gonads is
regulated by cAMP and gonadotrophins. In adipose tissue, promoter II-mediated
expression is stimulated by prostaglandin E2. On the other hand, promoter I.4 is
regulated by class I cytokines such as interleukin (IL)-6, IL-11, and oncostatin M
as well as by tumour necrosis factor alpha (TNF�). Thus, the regulation of
estrogen biosynthesis in each tissue site of expression is unique (reviewed in
Simpson et al., 1997). This situation leads to a complex physiological situation
that makes, for example, interpretation of circulating estrogen levels as a marker
of aromatase activity in specific tissues or in response to specific stimuli very
difficult.

II. The Concept of Local Estrogen Biosynthesis

In premenopausal women, the ovaries are the principal source of estrogen,
which functions as a circulating hormone to act on distal target tissues. However,
this is no longer the case in postmenopausal women, when the ovaries cease to
produce estrogens, and in men. Under these circumstances, estradiol is no longer
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solely an endocrine factor. Instead, it is produced in a number of extragonadal
sites where it acts locally, including the mesenchymal cells of adipose tissue,
osteoblasts and chondrocytes of bone, the vascular endothelium and aortic

FIG. 1. Genomic organization of the human CYP19 gene. BLAST searches of various
promoters and coding region revealed alignment to distinct locations in two overlapping BAC clones
of chromosome 15q 21.2 region. The distance of each promoter with respect to the first coding exon
(exon II) also was determined. The major placental promoter I.1 is the most distally located
(approximately 89 kb). Even though each tissue expresses a unique untranslated first exon 5�-
untranslated region (UTR), by splicing into a highly promiscuous splice acceptor site (AG/A�ACT)
of exon II, the coding region and the translated protein is identical in all tissue sites of expression.
[Adapted with permission from Sebastian S, Bulun SE 2001 A highly complex organization of the
regulatory region of the human CYP19 (aromatase) gene revealed by the human genome project.
J Clin Endocrinol Metab 86:4600–4602. Copyright The Endocrine Society.]
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smooth muscle cells, and numerous sites in the brain. Thus, circulating levels of
estrogens in postmenopausal women and in men are not the sole drivers of
estrogen action: they may be predominantly reactive rather than proactive. This
is because circulating estrogen in this situation originates in extragonadal sites,
where it acts locally. If it escapes local metabolism, it enters the circulation.
Therefore, circulating levels in large part reflect, rather than direct, estrogen
action in postmenopausal women and in men.

Extragonadal sites of estrogen biosynthesis possess several fundamental
features that differ from those of the ovaries. First, the estrogen synthesized
within these compartments acts predominantly at the local tissue level in a
paracrine or intracrine fashion (Labrie et al., 1997,1998) (Figure 2). The total
amount of estrogen synthesized by these extragonadal sites may be small but the
local tissue concentrations achieved are probably high and exert biological
influence locally. As a consequence, extragonadal estrogen biosynthesis plays an
important but hitherto largely unrecognised physiological and pathophysiological
role.

The power of local estrogen biosynthesis is illustrated in the case of
postmenopausal breast cancer (Pasqualini et al., 1996). It has been determined
that the concentration of estradiol present in breast tumours of postmenopausal
women is at least 20-fold greater than that present in the plasma. With aromatase
inhibitor therapy, intratumoural concentrations of estradiol and estrone drop
precipitously, together with a corresponding loss of intratumoural aromatase
activity, consistent with this activity being within the tumour and the surrounding

FIG. 2. Modes of action of endocrine, paracrine, autocrine, and intracrine factors.
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breast adipose tissue and being responsible for these high tissue concentrations
(DeJong et al., 1997). Studies to assess directly the proportion of estrogen that is
synthesized in breast tumours as opposed to reaching them from the blood are
technically difficult but particularly instructive. The studies of Reed and col-
leagues as well as of Miller (Reed et al., 1989; Miller, 1999) indicate that the
majority of breast tumours generate estrogen through the intratumoural route.
However, this varies substantially between tumours, and overall, about half of the
estrogen is produced locally within the tumour or surrounding tissue (Miller,
1999).

In bone, aromatase is expressed primarily in osteoblasts and chondrocytes
(Sasano et al., 1997). Aromatase activity in cultured osteoblasts is comparable to
that present in adipose stromal cells (Shozu and Simpson, 1998). Thus, it appears
that in bone also, local aromatase expression is a major source of estrogen
responsible for the maintenance of mineralization (although this is extremely
difficult to prove due to sampling problems). Hence, for both breast tumours and
bone, it is likely that circulating estrogen levels are only partly responsible for the
relatively high endogenous tissue estrogen levels. The circulating levels reflect
the sum of local formation in its various sites. This is a fundamental concept for
interpreting relationships between circulating estrogen levels in postmenopausal
women and estrogen insufficiency in specific tissues.

The second important point is that estrogen production in these extragonadal
sites is dependent on an external source of C19 androgenic precursors, since these
extragonadal tissues are incapable of converting cholesterol to the C19 steroids
(Labrie et al., 1997a,1998). As a consequence, circulating levels of testosterone
and androstenedione as well as dehydroepiandrosterone (DHEA) and DHEA
sulfate (DHEAS) become extremely important in terms of providing adequate
substrate for estrogen biosynthesis in these sites.

It should be pointed out that, in the postmenopausal woman, circulating
testosterone and androstenedione levels are an order of magnitude greater than
circulating estradiol and estrone levels. Differences in the levels of circulating
androgens are likely to be important determinants for maintenance of local
estrogen levels in extragonadal sites. Moreover, in men, circulating testosterone
levels are an order of magnitude greater than those in postmenopausal women. In
postmenopausal women, the ovaries secrete 25–35% of the circulating testoster-
one. The remainder is formed peripherally from androstenedione and DHEA
produced in the ovaries and from androstenedione, DHEA, and DHEAS secreted
by the adrenals. However, the secretion of these steroids and their plasma
concentrations decrease markedly with advancing age (Labrie et al., 1997b).

In this context, it is appropriate to consider why osteoporosis is more
common in women than in men and why it affects women at a younger age in
terms of fracture incidence. We have suggested that uninterrupted sufficiency of
circulating testosterone in men throughout life supports the local production of
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estradiol by aromatization of testosterone in estrogen-dependent tissues. This
affords ongoing protection against the so-called estrogen deficiency diseases.
This appears to be important in terms of protecting the bones of men against
mineral loss and also may contribute to the maintenance of cognitive function
and prevention of Alzheimer’ s disease (Simpson et al., 2000).

III. Aromatase Inhibitors

A. BACKGROUND

A large number of aromatase inhibitors have been developed and utilised in
clinical studies over the last 20 years. The most successful are now being licensed
mainly for breast cancer treatment (Buzdar and Howell, 2001; Goss and Strasser,
2001).

This development was prompted by the recognition that the cytochrome
P450 inhibitor aminoglutethimide is an aromatase inhibitor (Thompson and
Siiteri, 1974) and exerts its therapeutic effectiveness in postmenopausal women
with advanced breast cancer via the inhibition of aromatase (Santen et al., 1978;
Stuart-Harris et al., 1984). This recognition validated aromatase as a new target
for treatment of breast cancer patients with hormone-dependent disease. The
widespread acceptance that aminoglutethimide was anything but a perfect drug
(e.g., significant clinical side effects, incomplete inhibition of aromatase, poor
selectivity for aromatase leading to adrenal suppression) and the need for
combination with glucocorticoid led to the development of numerous new drugs.
These have generally been categorised as first-, second-, and third-generation
inhibitors. Figure 3 categorises the structures of a selection of the most promi-
nent. Aminoglutethimide is recognised as the dominant first-generation com-
pound. The second generation showed improved potency but either metabolic or
symptomatic side effects limited the dose at which these inhibitors could be used.
Therefore, overall pharmacological efficacy of the compounds was no greater
than that of aminoglutethimide itself (Boeddinghaus and Dowsett, 2001). In
contrast, the third-generation compounds have been found to be highly specific
and well tolerated such that they have been usable at dosages that effectively
obliterate the activity of aromatase.

Many pathological states at least partly depend on continued estrogen
stimulation and, thus, in principle, might be expected to be good targets for
aromatase inhibition. However, most of these diseases (e.g., endometriosis,
fibroids) are almost entirely limited to premenopausal women and are not subject
to targeting with aromatase inhibitors alone. Thus, the clinical application of
inhibitors has been confined almost entirely to the main estrogen-dependent
disease in postmenopausal women (i.e., breast cancer).
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B. STRUCTURE AND BASIS OF INHIBITION

There are two main structural types of aromatase inhibitor: 1) steroidal,
substrate analogs such as 4-hydroxyandrostenedione (formestane) and exemes-
tane, and 2) nonsteroidal compounds that operate by virtue of their interaction
with the cytochrome P450 heme prosthetic group of the aromatase enzyme (Kao
et al., 1996). These are known as type I and type II inhibitors, respectively. While
the steroidal group includes inhibitors that act in a competitive manner, those of

FIG. 3. Chemical structures of the most widely used aromatase inhibitors.
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greatest contemporary interest and clinical importance act as enzyme inactivators
or suicide inhibitors (Brodie et al., 1981; Lonning, 2000). This activity requires
that the enzyme itself converts the inhibitor to a chemically reactive intermediate
that binds irreversibly and covalently to the protein structure of the enzyme-
substrate binding site. Thus, the individual enzyme molecule is irreversibly
inactivated and the inhibitor molecule is no longer available to interact with other
enzyme molecules. These types of inhibitors have the potential for exquisite
selectivity for the enzyme target and long-term effectiveness, since the recovery
of enzyme activity depends on the re-synthesis of enzyme as well as on the
pharmacokinetics of the drug. However, such steroidal structures also have the
potential for hormonal activity. The potential advantage of long-term effective-
ness is of little importance when the turnover of enzyme is rapid. It is notable that
plasma estradiol levels rise relatively rapidly after cessation of orally adminis-
tered formestane (Dowsett et al., 1987). This suggests that the aromatase enzyme
is replenished in peripheral tissues within about 24 hours. Thus, this inactivation
type of mechanism has yet to be demonstrated to be of significant clinical
advantage (see below).

All type 2 inhibitors have a basic nitrogen atom that allows them to interact
with the iron atom of the heme prosthetic group of the enzyme (Kao et al., 1996).
Their specificity for inhibition of the aromatase enzyme (as opposed to the very
large number of other cytochrome P450 enzymes) is determined by the other
structural aspects of the drugs and the way that these allow a close fit to the
substrate-binding site of aromatase. This results in high-affinity binding and
limits the fit into the substrate-binding site of other enzymes. A full understand-
ing of these molecular interactions has been restricted by the unavailability of a
crystallized aromatase preparation for structural analysis of the inhibitor-enzyme
interaction. Thus, computer-generated models have depended largely on the
structural analogies that can be surmised between aromatase and the few
cytochrome P450 enzymes whose structure has been determined (Graham-
Lorence et al., 1995; Graham-Lorence and Peterson, 1996). Use of such models
has illustrated the much-better fit to the substrate-binding site of aromatase by the
triazole compounds anastrozole, letrozole, and vorozole than by aminoglutethim-
ide, with letrozole and vorozole apparently having a somewhat more complete
space-filling effect (Kao et al., 1996).

The potency of these drugs generally has been assessed in vitro using human
placental microsomal aromatase preparations. In this type of assay, fadrozole is
one of the most potent drugs known, having an IC50 of 5 nM. However, its
potency in vivo has been compromised by very rapid metabolism such that its in
vitro activity has not been matched in in vivo studies (Bhatnagar et al., 2001).
Letrozole and anastrozole appear to have relatively similar IC50s to each other.
But when these compounds have been tested on intact cells – including hamster
ovarian tissue, human breast fibroblasts, and aromatase-transfected human breast
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cancer cells – a 10- to 30-fold difference in effectiveness has been found, with
letrozole being the more potent. The explanation for the difference in the
measurements made in intact cell and cell-free systems is not clear but may be
related to uptake of the respective compounds. It might be expected that the intact
cell systems would more accurately predict the likely effectiveness of these
compounds in the in vivo setting.

C. PRECLINICAL MODEL SYSTEMS

Until recently, preclinical modelling of the use of aromatase inhibitors in
rodents has been largely limited to premenopausal systems (i.e., those with intact
ovarian function) because rodents appear to have little peripheral aromatase
activity (in contrast to postmenopausal women, where these drugs have found
their greatest application). In these models, the aromatase inhibitors generally
have been shown to have good antitumour activity on carcinogen-induced
mammary tumours (DeCoster et al., 1992; Brodie et al., 1983). However, the
compounds also have had a marked effect on ovarian morphology, with the
induction of multiple follicles due to the increase in gonadal stimulation from
loss of estrogen feedback on the hypothalamic-pituitary axis (Shetty et al., 1997).

More recently, model systems have focused on the use of aromatase-
transfected human MCF7 breast cancer cells in a xenograft model employing
athymic nude mice (Lee et al., 1995; Lu et al., 1998). These are more represen-
tative of the situation in postmenopausal women and rely on intratumoural
aromatase as their primary source of estrogen. Using such models, it has been
possible to show the effectiveness of contemporary aromatase inhibitors and
compare them with tamoxifen. In general, the inhibitors show greater efficacy
than tamoxifen (Lu et al., 1998). As always, the interpretation of these data
depends on the comparative pharmacology of the compounds in the mouse and
human and the degree to which the experimental tumour represents the range of
biological characteristics of human breast cancer.

D. PHARMACOLOGICAL EFFECTIVENESS

1. Peripheral Effects

Two methodologies have been used to estimate the clinical pharmacological
effectiveness of aromatase inhibitors. Most studies have accumulated data on the
effects of the compounds on plasma estrogen levels. This methodology, however,
suffers from a number of deficits. First, it cannot distinguish between effects on
production and those that changes in clearance may have. However, a more
important issue is the limited sensitivity of plasma estrogen assays: in effect, the
maximum degree of suppression that can be shown of primary estrogens (estrone
and estradiol) levels using the most sensitive immunoassays available is about
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85%. Many assays lack the sensitivity to show even this degree of efficacy. Thus,
comparing results between different studies and approaches has little validity.

Of substantially greater value has been application of the more complicated
methodology used to measure aromatase activity directly. This involves the
injection of [3H]-androstenedione and [14C]-estrone before and during the treat-
ment of women with the respective inhibitor (Jacobs et al., 1991). Collecting
urine over a 72-hour period and establishing the [3H]:[14C] ratio in the purified
estrogen fractions allow calculation of the peripheral aromatase activity in the
patient and the degree of inhibition exerted. An advantage of this methodology
is that the inclusion of [14C]-estrone provides an internal standard that permits
better comparability of results between studies and over time.

Table I compares the degree of aromatase inhibition achieved among drugs
of contemporary importance. This demonstrates that while aminoglutethimide
and the second-generation inhibitors suppress aromatase by little more than 90%
at their clinically used dosages, the new third-generation compounds approach
complete ablation of aromatase activity. In a recent study, letrozole was found to
inhibit by greater than 99% in all 12 patients (Geisler et al., 2001).

In contrast to the numerous effects of aminoglutethimide on adrenal steroidal
function and other cytochrome P450-dependent processes (e.g., prostaglandin
and thyroxine synthesis), the newer aromatase inhibitors essentially are com-
pletely specific at clinical dosages. Exemestane causes minor reduction in sex
hormone-binding globulin (SHBG) levels, probably due to its androgenic nature.
Letrozole has been noted to exert a statistically significant effect on corticotropin
(ACTH)-stimulated adrenal function (Bajetta et al., 1999). However, these
effects are unlikely to be of clinical significance.

TABLE I
Degree of Whole-body Aromatase Inhibition by Drugs Used in Breast Cancer Clinical Efficacy

Drug Dose
Mean percentage

inhibition Reference

Aminoglutethimide
(� hydrocortisone)

1000 mg (� 40 mg)/d 90.6 MacNeill et al., 1992

Formestane 250 mg/2 w (im) 84.8 Jones et al., 1992

Fadrozole 2 mg/d 82.4 Lonning et al., 1991

Vorozole 1 mg/d 93.0 Van der Wall et al., 1993

Letrozole 2.5 mg/d � 99.1 Geisler et al., 2001

Anastrozole 1 mg/d 97.3 Geisler et al., 2001

Exemestane 25 mg/d 97.9 Geisler et al., 1998

[All analyses, other than Van der Wall et al. (1993) were conducted in the Dowsett laboratory.]
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2. Premenopausal Women

The observation that formation of multiple ovarian follicles occurs upon
administration of aromatase inhibitors in animal model systems has discour-
aged the widespread investigation of these compounds in premenopausal
women (Shetty et al., 1997). Studies with aminoglutethimide generally reveal
that estrogen synthesis is largely unaffected by the aromatase inhibitor,
although increases in gonadotrophins indicated a degree of compensated
inhibition. Application of the more potent steroidal aromatase inhibitor,
4-hydroxyandrostenedione, even at the high dose of 500 mg/week, had no
significant impact on premenopausal estrogen levels. The only data from use
of a potent nonsteroidal aromatase inhibitor in premenopausal women are
from a single-dose study with vorozole. It showed some degree of suppres-
sion but duration with repeated doses is unknown. Thus, for the moment,
application of aromatase inhibitors to treatment of premenopausal women
with breast cancer is limited to their combined usage with gonadotropin-
releasing hormone (GnRH) agonists such as goserelin. However, successful
use of letrozole in ovulation induction in women with anovulatory infertility
recently was reported (Mitwally and Casper, 2001). This is an area that merits
substantial further investigation.

3. Intratumoural Effects

The observation that the aromatase enzyme is expressed in both normal and
malignant breast has led to substantial investigation of the significance of enzyme
source. In postmenopausal women, estrogen that is produced locally likely would
cause at least as much stimulation of breast tissues as that by estrogen derived
from the circulation. It is clear that aromatase inhibitors effectively suppress
estrogen synthesis within the breast in almost all cases (DeJong et al., 1997;
Miller, 1999). The degree of residual aromatase activity in tumours is very
difficult to estimate, however.

Studies by Miller’ s group have indicated that a significant association may
exist between the presence of intratumoural aromatase and the lesion’ s response
to aromatase inhibitors (Miller and O’Neill, 1987). However, expanding these
studies to the large scale required to establish any clinical utility of this
observation has been limited by the relatively large mass of fresh tissue required
to make the measurements. It is hoped that, in the near future, sensitive and
specific antibodies will permit the characterisation of aromatase expression in
breast carcinomas using immunohistochemical techniques. This will allow the
relationship between aromatase and the clinical benefit derived from aromatase
inhibitors to be established more conclusively.
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4. Application of Aromatase Inhibitors in Breast Cancer

Most data on the effectiveness of aromatase inhibitors in breast cancer are
from studies of locally advanced or metastatic disease. Comparative clinical trials
have established that the third-generation compounds letrozole and vorozole are
more effective than aminoglutethimide and that letrozole is more effective than
fadrozole (Bergh et al., 1997; Gershanovich et al., 1998; Tominaga et al., 1998).
These data are important because they establish that drugs that achieve essen-
tially complete inhibition of aromatase are more efficacious than those that
suppress aromatase by approximately 90%. Thus, over this range of suppression,
a clinical response:dose relationship with aromatase inhibition seems to exist.

All of the aromatase inhibitors have shown some benefit over megestrol
acetate, the previously standard second-line agent for advanced breast cancer
treatment (Buzdar et al., 1996; Dombernowsky et al., 1998; Kaufmann et al.,
2000). Aromatase inhibitors have supplanted this agent as the second-line agent
of choice.

The most important clinical data, some of the most important in the
hormonal treatment of breast cancer for the last decade, have matured over the
last couple of years. For over 20 years, tamoxifen was the most widely used agent
in breast cancer treatment because of its efficacy and excellent tolerability.
Comparative studies of tamoxifen with aminoglutethimide and the second-
generation inhibitors, 4-hydroxyandrostenedione and fadrozole, showed no im-
provement in efficacy of these inhibitors over tamoxifen (Perez Carrion et al.,
1994; Thurlimann et al., 1996) in advanced beast cancer. However, large clinical
trials of tamoxifen versus the third-generation nonsteroidal aromatase inhibitors,
anastrozole and letrozole, have reported greater efficacy of the aromatase
inhibitors over the antiestrogen (Nabholtz et al., 1999; Bonneterre et al., 2000;
Mouridsen et al., 2001). Thus, in patients with estrogen receptor- and/or proges-
terone receptor-positive advanced breast cancer, an aromatase inhibitor will now
be the first agent of choice.

5. Neoadjuvant Therapy

The conventional approach to the management of operable breast cancer is
the immediate removal of the primary lesion and the subsequent delivery of
adjuvant medical treatment. Neoadjuvant therapy reverses this process such that
medical treatment is given prior to surgery. A series of small studies suggested
that aromatase inhibitors might be more effective than tamoxifen in this context
(Dixon et al., 1999), although this was not confirmed in a relatively small study
of vorozole versus tamoxifen (Harper-Wynne et al., 2001). Most importantly,
however, a large, double-blind, randomized study has confirmed that letrozole is
a substantially more effective agent in primary breast cancer therapy than is
tamoxifen, thus confirming the enhanced effectiveness of this compound in
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advanced disease (Ellis et al., 2001). Neoadjuvant studies have the advantage of
allowing correlation between the presence of specific biomarkers in the disease
before treatment and the clinical response in the same lesion immediately
afterwards. Particularly provocative data (Ellis et al., 2001) indicate that letrozole
is more effective in steroid-receptor positive tumours, which are also either
epidermal growth factor (EGF) receptor or HER-2 positive, than in those that are
growth factor receptor negative (Figure 4). While this observation concurs with
some preclinical studies (Kurokawa et al., 2000), further clinical evidence is
required to confirm these potentially highly important data.

6. Adjuvant Therapy

Survival benefit rarely is shown in comparative advanced breast cancer
studies. Medical agents generally need to be applied immediately after surgery as
adjuvant therapy to achieve marked improvements in survival. It is well estab-
lished that in estrogen receptor-positive disease, tamoxifen reduces the odds of
death by about 30% after 5 years of use (Early Breast Cancer Trialists’

FIG. 4. Response rates to letrozole and tamoxifen according to HER2/EGFr studies in a
neoadjuvant clinical trial in primary breast cancer. All patients were either EDR or PgR positive.
[Data from Ellis MJ, Coop A, Singh B, Mauriac L, Llombert-Cussac A, Janicke F, Miller WR, Evans
DB, Dugan M, Brady C, Quebe-Fehling E, Borgs M 2001 Letrozole is more effective neoadjuvant
endocrine therapy than tamoxifen for ErbB-1- and/or ErbB-2-positive, estrogen receptor-positive
primary breast cancer: evidence from a phase III randomized trial. J Clin Oncol 19:3808–3816.]
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Collaborative Group, 1998). The very encouraging data from comparisons
between tamoxifen and aromatase inhibitors in advanced breast cancer and
neoadjuvant therapy prompt the hope that the inhibitors can improve upon the
survival seen with tamoxifen in adjuvant therapy. Thus, several very large
comparative trials of aromatase inhibitors versus tamoxifen and others will assess
the application of these agents in sequence in patients with no apparent metastatic
disease. It is important to note that long-term side effects may be as important as
efficacy data in this population of patients. It is clear that estrogen deprivation
might have adverse effects on the integrity of bone in postmenopausal women
(Harper-Wynne et al., 2001). Possible effects on cardiovascular and cognitive
function could adversely influence the applicability of inhibitors in this context.
Thus, each of the ongoing, large studies is systematically collecting detailed
information on these issues of tolerability.

7. Prospects for Preventative Use

The involvement of estrogens as promoters of breast cancer is very well
established, being based on a wealth of indirect epidemiological evidence
(Henderson, 1989). For example, early menarche and late menopause, which
extend the exposure of the breast to cyclical estrogenic stimuli, both increase risk
of breast cancer. Obesity in postmenopausal women, which increases the plasma
concentrations of estrogens, and the application of hormone replacement therapy
also enhance breast cancer risk. Of particular note is a series of prospective
studies that have collected plasma from women many years before they devel-
oped breast cancer. This study has consistently indicated that increased plasma
levels of estrogen are associated with increased breast cancer incidence (Thomas
et al., 1997). These observations have encouraged the experimental application
of agents that can attenuate the estrogenic stimulation of the breast as agents for
the prophylaxis of breast cancer. The observations that tamoxifen can reduce the
incidence of breast cancer in women at increased risk by approximately 50%
over a 4-year period (Fisher et al., 1998; Cauley et al., 2001) and that the
selective estrogen receptor modulator (SERM) raloxifene reduces the incidence
of breast cancer in women at high osteoporotic risk have both provided support
to this concept and have led aromatase inhibitors being considered as potential
preventative agents. The observation that fadrozole can markedly reduce the
incidence of sporadic mammary tumours in Sprague-Dawley rats over their
lifetime (Gunson et al., 1995) provides compelling support for this concept.

If the effects of tamoxifen and raloxifene are dependent on their antagonis-
ing estrogen signalling, the aromatase inhibitors would be expected to be at least
as effective in preventing breast cancer. An additional advantage of the inhibitors
over the SERMs is that the aromatase inhibitors would be expected to reduce
development of genotoxic DNA adducts that may result from the chemical
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reactivity of catecholestrogen metabolites and have a theoretical basis for being
involved with breast cancer development (Cavalieri et al., 1997). However, in the
chemopreventive setting, side effects are of particular importance, especially in
women at only moderate risk. SERMs such as tamoxifen and raloxifene may
have an advantage over aromatase inhibitors in this regard. The former have been
found to reduce the incidence of osteoporotic fractures (Fisher et al., 1998;
Ettinger et al., 1999) and to have effects on lipids that might be expected to have
a beneficial effect on cardiac disease (Powles et al., 1989; Johnston et al., 2000).
In contrast, the SERMs have deleterious effects on incidence of thrombo-embolic
events and tamoxifen enhances the incidence of endometrial cancer (Fisher et al.,
1998). Any studies of aromatase inhibitors in the chemopreventative setting will
need to consider these issues and compare the effectiveness and side effects of
aromatase inhibitors with those of tamoxifen.

One approach to reducing the possible impact of aromatase inhibitors on
normal tissues would be to target the therapy at those women with the highest
exposure to endogenous estrogens. These could, for example, be identified by
plasma estrogen measurements or, alternatively, by assessment of bone mineral
density (BMD). BMD tends to reflect long-term estrogen exposure and is itself
linked to breast cancer incidence. Rather than obliterating the residual estrogen
in these postmenopausal women, a partial reduction in estrogen levels to those in
women with low risk of breast cancer is an attractive concept. However, this may
be difficult to achieve with low-dose aromatase inhibitors because of variable
intersubject pharmacokinetics and pharmacodynamics.

IV. Selective Aromatase Modulators

Another approach to reducing the risk of side effects is to develop tissue-
specific inhibitors of aromatase expression, rather than inhibitors of the catalytic
activity. Third-generation aromatase inhibitors are finding utility in the treatment
of estrogen-dependent diseases such as breast cancer and, more recently, endo-
metriosis (Zeitoun et al., 1999). However, a disadvantage is that they inhibit
aromatase activity in a global fashion and thus could adversely impact sites
where estrogen is required for normal function (e.g., maintenance of bone
mineralization, prevention of hepatic steatosis and loss of cognitive function).
The concept of selective aromatase modulators (SAMs) is made possible by three
considerations. The first is that, in postmenopausal women and in men, estrogen
largely acts at a local level in sites where it is produced in a paracrine or even
intracrine fashion. Second, aromatase expression in these different tissue sites of
expression is regulated by tissue-specific promoters. Third, various tissue-
specific aromatase promoters employ different signalling pathways and thus
different cohorts of transcription factors. Therefore, it is possible to envision
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tissue-specific inhibition of aromatase expression in a similar fashion to the
concept of tissue-specific regulation of estrogen action (the concept of SERMs).

As indicated previously, when a breast tumour is present, aromatase activity
within the tumour and its surrounding adipose tissue is such that intratumoural
estradiol levels are at least an order of magnitude greater than those in circulating
plasma of postmenopausal women. (This may be one reason why HRT carries
relatively little increased risk of breast cancer.) This is because the tumour
produces factors that stimulate aromatase expression locally. This stimulation is
associated with switching of the aromatase gene promoter from I.4 to promoter
II, the gonadal-type promoter (Harada et al., 1993; Agarwal et al., 1996; Zhou et
al., 1997) (Figure 5). Thus, drugs that target promoter II-driven expression of
aromatase would be most useful. In postmenopausal women, this promoter
would appear to be exclusively utilized in tumour-containing breast tissue (and

FIG. 5. Proposed regulation of aromatase gene expression in breast adipose tissue from
cancer-free individuals and from those with breast cancer. In the former case, expression is stimulated
primarily by class I cytokines and tumour necrosis factor alpha produced locally, in the presence of
systemic glucocorticoids. As a consequence, promoter I.4-specific transcripts of aromatase predom-
inate. In the latter case, aromatase expression is increased and promoter II-specific transcripts of
aromatase predominate, suggesting a major role for prostaglandin E2 (PGE2) in aromatase expres-
sion. PGE2 in this case could be derived from the tumourous epithelium, tumour-derived fibroblasts,
and/or macrophages recruited to the tumour site.
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in endometriotic plaques) (Agarwal et al., 1996; Zeitoun et al., 1999). Thus, bone
in particular, which does not express promoter-II specific transcripts (Shozu and
Simpson, 1998), would be spared.

Tumour-derived factors include prostaglandin E (PGE)2 (Schrey and Patel,
1995), which stimulates adenylate cyclase in adipose stromal cells, and promoter
II, which is regulated by cAMP. It was found that PGE2 is a powerful stimulator
of aromatase expression in these cells via promoter II (Zhao et al., 1996).
Moreover, expression of the CYP19 gene was correlated with COX-1 and
COX-2 expression in human breast cancer and normal tissue specimens
(Brueggemeier et al., 1999). A case-control study published some years ago
indicated that daily use of nonsteroidal, anti-inflammatory drugs such as ibupro-
fen reduced the incidence of breast tumours by up to 40% (Harris et al., 1996).
More recently, it has been shown that the COX-2 inhibitor, celecoxib, has strong
chemopreventive activity against mammary carcinoma in rats (Harris et al.,
2000). From these considerations, it appears likely that inhibition of aromatase
expression selectively in breast tissue could play an important role in this
chemopreventive action of cyclo-oxygenase inhibitors, which therefore might
qualify as the first generation of SAMs. However, ongoing research on regulation
of aromatase expression in the breast is likely to uncover other candidates in the
not-too-distant future.
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ABSTRACT

The steroid hormone progesterone plays a central role in the reproductive events associated with
pregnancy establishment and maintenance. Physiological effects of progesterone are mediated by
interaction of the hormone with specific intracellular progesterone receptors (PRs) that are expressed
as two protein isoforms, PR-A and PR-B. Both proteins arise from the same gene and are members
of the nuclear receptor superfamily of transcription factors. Since these two isoforms were identified
in the early 1970s, extensive controversy has existed regarding the selective contributions of the
individual PR proteins to the physiological functions of progesterone. During the past decade,
significant progress has been made in this regard using two complimentary approaches. First, analysis
of the structural and functional relationships of each isoform usingin vitro systems has generated
compelling evidence to support the conclusion that PR-A and PR-B have different transcription
activation properties when liganded to progesterone. Second, the advent of gene-targeting approaches
to introduce subtle mutations into the mouse genome has facilitated the evaluation of the significance
of observations madein vitro in a physiological context. Selective ablation of PR-A and PR-B
proteins in mice using these technologies has allowed us to address the spatiotemporal expression and
contribution of the individual PR isoforms to the pleiotropic reproductive activities of progesterone.
Analysis of the phenotypic consequences of these mutations on female reproductive function has
provided proof of concept that the distinct transcriptional responses to PR-A and PR-B observed in
cell-based transactivation assays are, indeed, reflected in an ability of the individual isoforms to elicit
distinct, physiological responses to progesterone. In PR-A knockout mice, in which the expression of
the PR-A isoform is selectively ablated (PRAKO), the PR-B isoform functions in a tissue-specific
manner to mediate a subset of the reproductive functions of PRs. Ablation of PR-A does not affect
responses of the mammary gland or thymus to progesterone but instead results in severe abnormal-
ities in ovarian and uterine function, leading to female infertility. These tissue-selective activities of
PR-B are due to this isoform’s ability to regulate a subset of progesterone-responsive target genes in
reproductive tissues rather than to differences in its spatiotemporal expression relative to the PR-A
isoform. More recent studies using PR-B knockout (PRBKO) mice have shown that ablation of PR-B
does not affect ovarian, uterine, or thymic responses to progesterone but rather results in reduced
mammary ductal morphogenesis. Thus, PR-A is both necessary and sufficient to elicit the progest-
erone-dependent reproductive responses necessary for female fertility, while PR-B is required to elicit
normal proliferative responses of the mammary gland to progesterone. This chapter will summarize
recent progress in our understanding of the selective contribution of the two PR isoforms to
progesterone action.
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I. Progesterone Receptor (PR) Isoforms

Receptors for progesterone are expressed as two distinct isoforms, PR-A and
PR-B, that arise from a single gene (Conneely et al., 1989; Kastner et al., 1990).
The expression of both isoforms is conserved in rodent and humans and overlaps
spatiotemporally in female reproductive tissues. However, the ratios of the
individual isoforms vary in reproductive tissues as a consequence of develop-
mental (Shyamala et al., 1990) and hormonal status (Duffy et al., 1997) and
during carcinogenesis (Brandon et al., 1993; Graham et al., 1996).

PRs have a modular protein structure consisting of distinct, functional
domains capable of binding steroidal ligand, dimerizing liganded receptors,
interacting with hormone-responsive DNA elements, and interacting with co-
regulator proteins required for bridging receptors to the transcriptional apparatus
(Guiochon-Mantel et al., 1989; Tsai and O’Malley, 1994; Giangrande and
McDonnell, 1999; McKenna et al., 1999). Binding of progestin agonists induces
conformational changes in receptor structure that promote interaction of coacti-
vator proteins with distinct activation domains (AFs) located within both the
amino- and carboxy-terminal regions of the receptor. Such coactivators promote
chromatin remodeling and bridging with general transcription factors, resulting
in the formation of productive transcription initiation complexes at the receptor-
responsive promoter. In contrast, binding of receptor antagonist compounds
induces receptor conformational changes that render AFs nonpermissive to
coactivator binding and instead promote interaction with co-repressor proteins
that inhibit the receptor’ s transcriptional activity. The ability of PRs to interact
with a variety of coactivator and co-repressor proteins, together with the differing
expression of co-regulators, illustrates a key role of these proteins in mediating
different tissue-specific responses of progesterone receptors to steroidal ligand.
Importantly, progesterone receptors also can be activated in the absence of
steroidal ligand by phosphorylation pathways that modulate their interactions
with co-regulator proteins (Rowan and O’Malley, 2000; Rowan et al., 2000).

PR-A and PR-B isoforms differ in that the PR-B protein contains an
additional sequence of amino acids at its amino terminus. This PR-B-specific
domain encodes a third transactivation function (AF3) that is absent from PR-A
(Sartorius et al., 1994a; Wen et al., 1994). Recent evidence has demonstrated that
AF3 allows binding of a subset of coactivators to PR-B that is not efficiently
recruited by progestin-bound PR-A (Giangrande et al., 2000). Thus, when
expressed individually in cultured cells, PR-A and PR-B display different
transactivation properties that are specific to both cell type and target gene
promoter context (Tora et al., 1988; Meyer et al., 1992; Vegeto et al., 1993;
Hovland et al., 1998) and are associated with the differential ability of PR-A and
PR-B to recruit specific co-regulator proteins (Giangrande et al., 2000). Agonist-
bound PR-B functions as a strong activator of transcription of several PR-
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dependent promoters and in a variety of cell types in which PR-A is inactive.
Furthermore, when both isoforms are coexpressed in cultured cells, in cell and
promoter contexts in which agonist-bound PR-A is inactive, PR-A can repress
the activity of PR-B. PR-A’s repressor capability extends to other steroid
receptors, including estrogen receptor alpha (ER�) (McDonnell et al., 1994).
Finally, PR-A and PR-B respond differently to progesterone antagonists (re-
viewed in Giangrande and McDonnell, 1999). While antagonist-bound PR-A is
inactive, antagonist-bound PR-B can be converted to a strongly active transcrip-
tion factor by modulating intracellular phosphorylation pathways (Beck et al.,
1993; Musgrove et al., 1993; Sartorius et al., 1994b). Although the ligand-
binding domain sequences of PR-A and PR-B are identical, the ability of
different ligands to induce different conformational changes in PR, together with
the synergistic activity of the amino- and carboxy-terminal activation domains
(Tetel et al., 1999), predicts that PR-A- or PR-B-selective transcriptional regu-
lation can be achieved by manipulating ligand interactions with the carboxy
terminus.

II. Physiological Role of PRs

Null mutation of the PR gene encoding both isoforms has provided evidence
of an essential role of PRs in a variety of female reproductive and nonreproduc-
tive activities. Female mice lacking both PRs exhibit impaired sexual behavior,
neuroendocrine gonadotrophin regulation, anovulation, uterine dysfunction, and
impaired ductal branching morphogenesis and lobuloalveolar differentiation of
the mammary gland (Lydon et al., 1995; Mani et al., 1996; Chappell et al.,
1997,1999). PRs also play an essential role in the regulation of thymic involution
during pregnancy and in the cardiovascular system through regulation of endo-
thelial and vascular smooth muscle cell proliferation and response to vascular
injury (Tibbetts et al., 1999; Vazquez et al., 1999). Progesterone receptors have
been identified in the central nervous system and bone, where progesterone has
been implicated in cognitive function and bone maintenance. However, the
essential role of PRs in these regions has not been confirmed.

III. Generation of Mouse Models to Examine Selective Physiological
Functions of PR-A and PR-B Proteins

Differences in transcriptional activities and co-regulator interactions be-
tween PR-A and PR-B observed in vitro predicted that these proteins may
mediate different physiological responses to progesterone. In addition, the
selective ability of PR-A to inhibit transcriptional responses induced by both
PR-B and ERs suggested that PR-A has the capacity to diminish overall
progesterone responsiveness in certain tissues as well as to contribute to anties-
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trogenic activities of progesterone previously observed in the uterus. However,
physiological validation of the functional differences between PR-A and PR-B
isoforms has been hampered by a lack of information on the specific cell types
that express each isoform in vivo and a dearth of appropriate animal models to
determine their selective functions. The observation that PR-A and PR-B are
produced by translation at two distinct AUG signals encoded by a single gene
(Conneely et al., 1987; Kastner et al., 1990) predicted that mutation of either
ATG codon in the PR gene would result in selective ablation of expression of a
single isoform in vivo. Thus, we have used the CRE-loxP gene-targeting
approach in embryonic stem cells to introduce a point mutation into the PR gene
at the ATG codon encoding Met 1 (M1A) to specifically ablate expression of the
PR-B protein and at the ATG encoding Met 166 (M166A) to ablate expression
of PR-A. Consistent with previous findings in vitro (Conneely et al., 1987;
Giangrande et al., 1997), we have demonstrated that these mutations are suffi-
cient to ablate expression of the PR-B (PRBKO) or PR-A isoforms of PR
(PRAKO) in mice (McDonnell, 1995) (Figure 1). The strategy provides a
powerful model system to examine the selective expression of each isoform in
situ as well as to assess the selective contributions of PR-A and PR-B in their
normal cellular context to the physiological functions of progesterone.

IV. PRs and Ovarian Function

Evidence that ovary-derived progesterone may participate in autocrine
regulation of ovarian function first emerged when it was demonstrated that

FIG. 1. Western immunoblot analysis to detect progesterone receptor (PR) isoform expression
in uterine tissue extracts derived from wild-type (WT), PR-A knockout (PRAKO), and PR-B
knockout (PRBKO) mice.
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luteinizing hormone (LH), the primary signal for rupture of preovulatory ovarian
follicles leading to ovulation, can stimulate transient expression of PR mRNA
and protein in granulosa cells isolated from preovulatory follicles (Park and
Mayo, 1991; Natraj and Richards, 1993; Park-Sarge and Mayo, 1994) and that
the antiprogestin, RU486, can inhibit ovulation (Loutradis et al., 1991). Defin-
itive proof that PRs are essential mediators of ovulation has been provided
through analysis of the ovarian phenotype of the PRKO mouse. Despite exposure
to superovulatory levels of gonadotropins, PRKO mice fail to ovulate. Analysis
of the histology of these mice has revealed normal development of intraovarian
follicles to the tertiary follicular stage (Lydon et al., 1995). The follicles contain
a mature oocyte that is fully functional when isolated and fertilized in vitro.
However, follicular rupture is effectively eliminated. Despite the ovulatory
block, the preovulatory granulosa cells within these follicles can differentiate into
a luteal phenotype and express the luteal marker, P450 side-chain cleavage
enzyme (Robker et al., 2000). Thus, PR is required specifically for LH-dependent
follicular rupture leading to ovulation but not for differentiation of granulosa
cells to form a corpus luteum (luteinization). Follicular rupture requires induction
of a prostaglandin-mediated inflammatory response to LH as well as tissue
degradation at the apex of the preovulatory follicle, an event that is mediated by
matrix-digesting proteinases (Espey, 1994). Recent investigations to examine the
molecular events associated with ovulation that are mediated by PRs have shown
that PRs are induced specifically in the mural granulosa cells of the mature
tertiary follicle and are absent from the cumulus granulosa cells that surround the
oocyte (Robker et al., 2000). Analysis of potential ovulation mediator expression
in PRKO mice has demonstrated that LH-induced regulation of Cox-2, an
enzyme that catalyzes prostaglandin production, is unaffected (Robker et al.,
2000). Cox-2 is required for ovulation and is expressed by cumulus granulosa
cells (Dinchuk et al., 1995; Morham et al., 1995). In contrast, the expression of
two metalloproteinases, ADAMTS-1 (a desintegrin and metalloproteinase with
thrombospondin motifs) and cathepsin-L (a lysosomal cysteine protease) is
inhibited in granulosa cells of mature follicles (Robker et al., 2000) in PRKO
mice. ADAMTS-1 recently was shown to play an essential role in ovulation
(Shindo et al., 2000), suggesting that this protein may be a critical mediator of
the progesterone-induced ovulatory event.

Previous studies have indicated that both the PR-A and PR-B proteins are
induced in preovulatory follicles in response to LH stimulation (Natraj and
Richards, 1993). Therefore, to examine the selective roles of the individual PR
isoforms in mediating the ovulatory function of progesterone, we have analyzed
the ovulatory phenotype of mice in which expression of either the PRAKO or
PRBKO isoform is selectively ablated. Stimulation of immature PRAKO mice
with gonadotropins indicated that superovulation is severely impaired in these
mice relative to their wild-type counterparts but, unlike PRKO mice, is not
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completely absent (Figure 2). In contrast, superovulation was unaffected in
PRBKO mice expressing only the PR-A protein. Thus, PR-A expression is both
necessary and sufficient to mediate the ovulatory response to progesterone.

Histological analysis of the ovaries of PRAKO mice (Figure 2) showed
numerous mature anovulatory follicles that contained an intact oocyte and were
arrested at a similar stage to that previously observed in PRKO mice. Most
surprisingly, however, in contrast to PRKO mice, progesterone’ s spatiotemporal
regulation of ADAMTS-1 and cathepsin-L was unaffected. Thus, despite its
inability to mediate follicular rupture, PR-B is functional in the ovary and
capable of regulating a subset of progesterone-responsive target genes (B.
Mulac-Jericevic and O.M. Conneely, unpublished data). The observation that the
PR-A and PR-B proteins are not functionally redundant in the ovary provides
physiological validation of previous studies in tissue culture demonstrating that
these transcription factors have different functional activities. From a mechanis-
tic standpoint, the observation that PR-A alone is sufficient to support normal
ovulation indicates that heterodimeric interactions between PR-A and PR-B
proteins are not required to regulate essential progestin-responsive target genes
associated with ovulation. Using differential gene array approaches to identify
differentially expressed genes in PRAKO and PRBKO mice should facilitate
isolation of PR-A-selective target genes essential for ovulation as well as provide
important new information on the molecular mechanisms of progesterone-
induced follicular rupture.

FIG. 2. Ovulation is critically dependent on PR-A function. (A) Average number of oocytes (�
SEM) released per mouse after superovulation in WT, PRAKO-/-, PRBKO-/-, and PRKO-/- mice;
n � 8 per test group. (B) Hematoxylin- and eosin-stained sections of ovaries from superovulated WT
and PRAKO-/- mice. Scale bars � 200 �m. Higher magnifications of the ovarian structures indicated
by the arrow are presented in the lower panels. Scale bars � 50 �m in the lower panels.
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V. PR Isoforms and Uterine Implantation

Female infertility in PRKO mice also is associated with defective uterine
implantation and a lack of decidualization of uterine stromal cells in response
to progesterone (Lydon et al., 1995). Consistent with these findings, wild-
type embryos failed to implant when transferred into uteri of pseudopregnant
PRKO females. Similarly, mating attempts between superovulated PRAKO
females and wild-type males failed to result in successful pregnancies,
despite the release of low numbers of oocytes from PRAKO females. To
determine whether the PR-A protein is required for uterine decidualization,
we treated ovariectomized mice with progesterone and estrogen, followed by
mechanical stimulation of the left uterine horn of each animal (Ledford et al.,
1976), to induce decidualization of stromal cells. Decidualization is linked
with a marked increase in uterine weight and a characteristic histological
appearance associated with the differentiation of stromal cells into decidual
cells. Both responses were inhibited in PRAKO mice, indicating that expres-
sion of PR-A in the uterus is required to mediate the decidualization response
to progesterone (Figure 3).

To determine whether the decidualization defect in PRAKO mice was
linked to aberrant regulation of progesterone-responsive target genes associ-
ated with implantation, we analyzed the expression of several implantation-
specific uterine epithelial target genes. Specifically, we examined regulation
of three genes: calcitonin (CT), histidine decarboxylase (HDC), and amphi-
regulin (AR) whose expression is increased in the uterine epithelium in
response to progesterone in association with uterine receptivity (Das et al.,
1995; Paria et al., 1998; Zhu et al., 1998) and the epithelial secretory
glycoprotein, lactoferrin (LF). LF expression is induced by estrogen and
inhibited by progesterone (McMaster et al., 1992). Progesterone-dependent
regulation of each of these genes is abolished in PRKO mice. Ablation of
PR-A, however, resulted in loss of expression of CT and AR, while the
regulation of HDC and LF was fully retained (Mulac-Jericevic et al., 2000).
These findings indicated that defective implantation in PRAKO uteri is
associated with loss of progesterone-regulated expression of a subset of genes
involved with uterine epithelial receptivity. Importantly, this differential
target gene regulation by PR-B was not due to differences in spatiotemporal
expression of PR-B relative to PR-A. The expression of PR-B in PRAKO
mice showed the same pattern of intrauterine expression and regulation by
estrogen as that observed in wild-type mice (Mulac-Jericevic et al., 2000).
Thus, the uterine defects observed in these mice are due to differences in
PR-B transcription factor activity rather than to differences in expression of
the protein relative to PR-A.
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VI. Opposing Functions of PR-A and PR-B in the Regulation of
Uterine Epithelial Proliferation

Estrogen is the primary proliferative stimulus for uterine epithelium. Its
effects are inhibited by progesterone (Clarke and Sutherland, 1990; Lydon et al.,
1995). Ablation of both the PR-A and PR-B isoforms in PRKO mice results in
marked hyperplasia of the lumenal and glandular epithelial tissue due to the
unopposed action of estrogen (Lydon et al., 1995). Selective ablation of PR-A,
however, revealed an unexpected capacity of PR-B to contribute to rather than
inhibit epithelial cell proliferation. Treatment of PRAKO mice with estrogen
induced epithelial hyperplasia in a manner similar to that observed in PRKO and
wild-type mice. However, progesterone plus estrogen resulted in a marked
increase in proliferation over that observed with estrogen alone, a response that
was not observed in PRKO mice (Figure 4). These results indicate that expres-
sion of the PR-B protein alone in the uterus results in a gain of proliferative

FIG. 3. The PRAKO uterus is unable to undergo decidualization. (A) Responses of the WT and
PRAKO-/- uteri to mechanical decidualization. Black arrows indicate the unstimulated left uterine
horn; white arrows denote the right uterine horn following stimulation. (B) Uterine weights following
decidualization shown as means � SEM; n � 6 per test group.
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activity (Mulac-Jericevic et al., 2000). This acquisition of a proliferative activity
of progesterone represents a PR-B-dependent gain of function not previously
observed in the uterus and indicates that uterine expression of the PR-A isoform
is required not only to oppose estrogen-induced proliferation but also that
induced by progesterone acting through the PR-B protein. This dual role of PR-A

FIG. 4. PRAKO uterine epithelium exhibits abnormal proliferative responses to estrogen (E)
and progesterone (P) treatment. (A) Bromodeoxyuridine immunolabeling of proliferating epithelial
cells in uteri from ovariectomized WT and PRAKO-/- mice treated with sesame oil (control), E, or
E � P (EP). Scale bars � 200 �m (controls) and 50 �m (hormone treated). LE, lumenal epithelium.
(B) Quantitations of BrdU-positive uterine LE cells in WT, PRAKO-/-, and PRKO mice. The results
presented are mean values � SEM; n � 6 (WT and PRAKO-/-); n � 4 (PRKO).
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is of particular significance in light of previous studies carried out in vitro. Such
studies have demonstrated that PR-A, when bound to progestin agonists, can
inhibit target gene activation by both PR-B and ER� when tested in transfection
assays using cultured cell lines in which agonist-bound PR-A alone is transcrip-
tionally inactive (Vegeto et al., 1993; Kraus et al., 1995). These data predicted
that PR-A has the capacity to diminish overall progesterone as well as estrogen
responsiveness. Importantly, the inhibitory activity of PR-A observed in the
uterus is tissue specific and is not observed in the mammary gland, where both
estrogen and progesterone receptors contribute to ductal epithelial proliferation
in the presence of PR-A.

The discovery that PR-B can contribute to rather than inhibit uterine
epithelial cell proliferation is likely to have important clinical implications with
regard to hormonal management of uterine endometrial dysplasias. Clearly, the
relative expression of PR isoforms under these conditions will be an important
determinant of the effectiveness of progestin therapy. Our results predict that
progestin agonists selective for the PR-A protein should improve the effective-
ness of progestin therapy in these conditions.

VII. Tissue-selective Regulation of Mammary Epithelial Branching
Morphogenesis and Differentiation of Alveolar Lobules

by the PR-B Isoform

Estrogen and progesterone are essential to maintain postnatal developmental
plasticity of the mammary gland. Both hormones play a key role in mammary
tumorigenesis. Null mutation of both PR isoforms in PRKO mice has demon-
strated that PRs are specifically required for pregnancy-associated ductal prolif-
eration and lobuloalveolar differentiation of the mammary epithelium. The
mammary glands of PRKO mice failed to develop the pregnancy-associated side
branching of the ductal epithelium with attendant lobular alveolar differentiation,
despite normal postpubertal mammary gland morphogenesis of the virgin mice.
Ablation of PR expression in these mice also resulted in a significantly reduced
incidence of mammary tumor growth in response to carcinogen challenge (Lydon
et al., 1999). These observations underscore a specific role of PRs (as distinct
from ERs) as obligate mediators of the intracellular signaling pathways essential
for the initiation of murine mammary tumors induced by carcinogens.

Use of PRKO mice in combination with mammary gland transplantation
techniques has provided important insights into the mechanisms underlying
progesterone-dependent mammary gland morphogenesis. Throughout postpuber-
tal mammary gland development, PRs are expressed exclusively in the epithe-
lium (Seagroves et al., 2000; Sivaraman et al., 2001). Consistent with these
observations, tissue transplantation approaches using wild-type and PRKO
mouse tissue to produce mammary gland recombinants that were devoid of PR
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in either the stromal or epithelial compartments have provided strong support for
the functional involvement of epithelial rather than stromal PRs in mediating
mammary gland morphogenic responses to progesterone (Brisken et al., 1998).
PR expression is localized to a scattered subset of epithelial cells throughout the
ductal epithelium, most of which appear segregated from proliferating epithelial
cells (Lydon et al., 2000; Seagroves et al., 2000). The hierarchical organization
of these receptors and their segregation from proliferating cells are conserved
features in rodent and human mammary tissue (Clarke et al., 1997; Seagroves et
al., 2000; Sivaraman et al., 2001). Such an expression pattern predicted that
regulation of epithelial cell proliferation by progesterone may occur through a
paracrine mechanism, whereby PRs residing in nonproliferating cells induce
expression of a signal that promotes proliferation of neighboring receptor-
negative cells. While PRKO mammary epithelium cannot undergo side branch-
ing, mixing experiments with PRKO and wild-type epithelial cells demonstrate
that branching and differentiation defects can be overcome when PRKO cells are
placed in close contact with PR-positive cells (Brisken et al., 1998). Thus,
although lacking PR-positive cells, the PRKO mammary epithelium retains those
PR-negative cells that are responsive to PR-mediated paracrine signaling. Recent
attempts to uncover downstream mediators of the progesterone response have
identified the secreted glycoprotein, Wnt-4, as a potential PR target that is
coexpressed in PR-positive cells, is regulated by progesterone, and is essential
for regulating ductal branching via paracrine regulation of proliferation (Brisken
et al., 2000). Identification of additional paracrine mediators of the progesterone
response using differential gene array analysis of PRKO and wild-type mammary
glands is an imminently achievable goal.

In contrast to paracrine signaling pathways operative in the normal gland, in
many breast tumors, the majority of ER- and PR-positive cells undergo prolif-
eration (Clarke et al., 1997). This observation would suggest that a switch in
steroid-dependent regulation from a paracrine to autocrine mechanism may be an
important part of the tumorigenic process. Consistent with this hypothesis, we
recently observed that one of the earliest responses to carcinogen challenge in the
mammary gland is the emergence of a population of proliferating cells that score
positively for the expression of steroid receptors. This pattern is clearly at odds
with the paracrine signaling pathways operative in the normal gland (Sivaraman
et al., 2001).

Both PR isoforms are expressed in the mammary gland of the virgin mouse
(Shyamala et al., 1990) and during pregnancy (Fantl et al., 1999), although levels
of PR-A exceed those of PR-B by at least a 2:1 ratio. To examine the selective
contributions of each isoform to the morphogenic responses of the mammary
epithelium to progesterone, we compared the morphology of mammary glands of
ovariectomized, wild-type PRAKO and PRBKO mice after exposure to estrogen
and progesterone. Ablation of PR-A in PRAKO mice did not affect the ability of
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PR-B to elicit normal progesterone responsiveness in the mammary gland. The
morphological changes in ductal side branching and lobular alveolar develop-
ment in these glands were similar to those observed in wild-type mice (Figure 5)
(Mulac-Jericevic et al., 2000). Thus, the PR-B isoform is sufficient to elicit
normal proliferation and differentiation of the mammary epithelium in response
to progesterone. Neither process appears to require functional expression of
PR-A. In contrast, more recent analysis of the mammary glands of PRBKO mice
under similar conditions has shown markedly reduced ductal side branching and
lobular alveolar differentiation (B. Mulac-Jericevic and O.M. Conneely, in
preparation).

The PR isoform-selective morphogenic responses of the mammary gland
observed in our studies do not phenocopy those previously observed when
disruption of PR isoform ratios was achieved by overexpression of either PR-A
or PR-B in the mammary glands of transgenic mice (Shyamala et al., 1998,2000).
PR-A overexpression caused mammary glands to exhibit increased ductal
branching and hyperplasia and, most interestingly, abnormal disruption of base-
ment membrane organization and decreased cell-cell adhesion (Shyamala et al.,
1998). In contrast, PR-B overexpression resulted in limited ductal elongation and
branching, while alveolar growth was unaffected (Shyamala et al., 2000). The
striking differences in mammary defects observed in isoform-selective knockout
mice relative to PR-A and PR-B transgenic mice could be explained by inap-
propriate targeting in transgenic mice of PR-A and PR-B expression to epithelial
subtypes that normally would not express PR but may be competent to prolif-
erate. Thus, indiscriminate targeting of these receptor isoforms to the mammary
gland would breach the cellular segregation rules that apply to normal epithelial
cell growth, resulting in a scenario reminiscent of the inappropriate colocaliza-
tion of steroid receptor expression and proliferation observed in cells of breast
tumors. Despite the phenotypic differences observed between the isoform-
selective knockout and transgenic models, both approaches provide strong
evidence that a regulated expression of both PR isoforms is critical for the
mammary gland to respond appropriately to progesterone.

VIII. Summary

Over the past decade, significant progress has been made in understanding
the collective and selective contributions of PR isoforms to the signaling
pathways controlled by progesterone. Molecular dissection of progesterone
signaling mechanisms using in vitro systems has demonstrated that the PR-A and
PR-B proteins can respond to the same steroid ligand to induce both overlapping
and distinct transcriptional responses that are promoter and cell context depen-
dent. The use of genetically manipulated mouse models in which one or both of
the PR isoforms is ablated has been pivotal in defining the physiological
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spectrum of PR action as well as the contribution of individual protein isoforms
to the pleiotropic activities of the hormone. These approaches have provided
compelling evidence that the differences in transactivation properties of the PR

FIG. 5. The PR-B isoform mediates tissue-selective mammary gland tertiary ductal side
branching and alveologenesis. (A) Thoracic mammary gland whole mounts of untreated (control) or
E � P (EP) treated WT, PRAKO-/-, and PRKO mice. Scale bar � 500 �m. (B) Terminal ductal and
alveolar structures visualized in the WT and PRAKO-/- mice using cytokeratin-14 immunofluores-
cence that specifically labels myepithelial cells. Scale bar � 20 �m.
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isoforms observed in vitro are reflected in a differential capacity to regulate the
tissue-selective reproductive activities of progesterone. From a mechanistic
standpoint, differences in physiological activities observed between PR-A and
PR-B isoforms illustrate the key role played by amino-terminal AF domains in
distinguishing tissue-specific responses to steroidal ligand. The results demon-
strate that the inclusion or deletion of the N-terminal AF3 transactivation domain
in PR is sufficient to alter tissue-specific responses to progesterone. Studies to
date have selectively addressed the role of PR isoforms in mediating reproductive
activities of progesterone. Genetic mouse models will provide valuable tools to
address the physiological significance of ligand-independent pathways of recep-
tor activation as well as the contribution of specific receptor subtypes to the
activities of tissue-selective receptor modulators. In this regard, our observations
predict that isoform-specific modulators of PR action should facilitate the
identification of novel, tissue-selective modulators of PR-dependent reproductive
functions.
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ABSTRACT

Besides affecting the hypothalamus and other brain areas related to reproduction, ovarian
steroids have widespread effects throughout the brain, on serotonin pathways, catecholaminergic
neurons, and the basal forebrain cholinergic system as well as the hippocampal formation, a brain
region involved in spatial and declarative memory. Thus, ovarian steroids have measurable effects on
affective state as well as cognition, with implications for dementia. Two actions are discussed in this
review; both appear to involve a combination of genomic and nongenomic actions of ovarian
hormones. First, regulation of the serotonergic system appears to be linked to the presence of
estrogen- and progestin-sensitive neurons in the midbrain raphe as well as possibly nongenomic
actions in brain areas to which serotonin neurons project their axons. Second, ovarian hormones
regulate synapse turnover in the CA1 region of the hippocampus during the 4- to 5-day estrous cycle
of the female rat. Formation of new excitatory synapses is induced by estradiol and involves
N-methyl-D-aspartate (NMDA) receptors, whereas downregulation of these synapses involves
intracellular progestin receptors. A new, rapid method of radioimmunocytochemistry has made
possible the demonstration of synapse formation by labeling and quantifying the specific synaptic and
dendritic molecules involved. Although NMDA receptor activation is required for synapse formation,
inhibitory interneurons may play a pivotal role as they express nuclear estrogen receptor-alpha (ER�).
It is also likely that estrogens may locally regulate events at the sites of synaptic contact in the
excitatory pyramidal neurons where the synapses form. Indeed, recent ultrastructural data reveal
extranuclear ER� immunoreactivity within select dendritic spines on hippocampal principal cells,
axons, axon terminals, and glial processes. In particular, the presence of ER in dendrites is consistent
with a model for synapse formation in which filopodia from dendrites grow out to find new synaptic
contacts and estrogens regulate local, post-transcriptional events via second messenger systems.

I. Introduction

Most studies of estrogen action in brain have focused on reproduction. The
majority of these studies have dealt with animal models in which evidence
accumulating over more than 30 years has shown that estrogens target the brain
of experimental animals (Pfaff, 1980). Now, medical science has recognized that
the brain is one of the organs of the body that suffers from the loss of estrogen
after surgical or natural menopause and that damage from stroke and neurode-
generation in dementia may be retarded by estrogen actions. Indeed, with
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increasing life expectancy during the 20th century, women are likely to live a
substantial part of their lives in a state of estrogen deficiency. Although hot
flushes are, for many women, the most-dramatic and noticeable consequence of
loss of ovarian hormones, some women experience, at surgical or natural
menopause, difficulties in remembering names and other information important
for daily life as well as deficits in fine motor coordination and reaction times and
feelings of depression and anxiety (McEwen and Alves, 1999). Loss of bone
calcium and osteoporosis are other consequences that have led many women to
take estrogen replacement therapy (ERT) at the menopause. Likewise, the loss of
protection of the coronary arteries, leading postmenopausal women to increased
risk for cardiovascular disease, is another result of estrogen deficiency that has
reinforced the value of ERT. Thus, the somewhat-delayed recognition of the
brain as an important estrogen target provides another compelling reason to
investigate the value of ERT for states of estrogen deficiency.

Although most of the animal studies cited above focused on estrogen actions on
the hypothalamus affecting ovulation and reproductive behavior, it is now apparent
in animal models and clinical studies that estrogens exert many actions outside of
reproductive function, including actions on brain areas that are important for learning
and memory and for emotions and affective state as well as motor coordination and
pain sensitivity. These effects reflect the actions of estrogens on a large number of
brain areas outside of the hypothalamus, such as the midbrain and brain stem neurons
that produce serotonin and catecholamines, spinal cord, cerebral cortex, and hip-
pocampus. The problem in these brain regions has been to recognize the receptors
and mechanisms by which estrogens produce their effects.

This review will focus on two aspects. First, the cellular and molecular
mechanisms by which estrogens produce their diverse effects on the brain. Second,
the brain regions and cell types in which estrogens produce their effects, emphasizing
new knowledge regarding estrogen actions outside of the hypothalamus and pituitary
gland. The serotonin system will be discussed as an example as well as the
hippocampus. We will discuss the actions of estrogens in regulating synapse
formation in hippocampus because they reflect a novel, nonreproductive action of
estrogens related to cognitive function that is relevant for postmenopausal changes.
Furthermore, these actions also illustrate the emerging evidence that estrogens act via
mechanisms other than the classical cell nuclear estrogen receptors (ERs).

II. Intracellular Mechanisms of Estrogen Action in the
Central Nervous System

A. INTRACELLULAR ESTROGEN RECEPTORS

In the early 1960s, ERs were identified that bind to DNA and regulate gene
expression (Jensen and Jacobson, 1962). Radioactive estrogens were used to
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identify ERs inside of the cell nuclei. The identification and mapping of cells that
contain ERs were extended from the uterus and mammary glands to the brain and
pituitary gland (Pfaff, 1980). At first, only ERs in the hypothalamus and pituitary
gland were studied because they were the most obvious and also the most
obviously related to estrogen actions on reproduction. Eventually, however,
nerve cells containing ERs were recognized in brain regions like the hippocam-
pus, cerebral cortex, midbrain, and brainstem. We are now aware of two types of
intracellular ER, ER� and ER� (see McEwen and Alves, 1999, for summary).

Measurements of mRNA for ER� and ER� reveal distributions in the body
that differ quite markedly from each other, with moderate to high expression of
ER� in pituitary, kidney, epididymus, and adrenal; moderate to high expression
of ER� in prostate, lung, bladder, and brain; and overlapping high expression in
ovary, testis, and uterus (Kuiper et al., 1998). Isoforms of ER� are now being
identified (see McEwen and Alves, 1999, for summary). The best characterized
of these splice variants is ER�2, as opposed to the originally identified isoform,
ER�1. ER�2 appears to have a lower affinity for estrogens than ER�1, presum-
ably due to an 18 amino acid insertion in the ligand-binding domain (Maruyama
et al., 1998). There are other splice variants of ER� with differential expression
in brain and other tissues, including a variant missing Exon 4 that does not bind
estradiol in hippocampus (Price et al., 2000).

In brain, the distribution of ER� is fairly well established but there is less
certainty surrounding the localization of ER�. Autoradiographic maps of 3H
estradiol uptake and retention in brain (Stumpf and Sar, 1976; Pfaff, 1980) are
presumed to reflect binding to all forms of the ER, particularly the ER� and
ER�1 isoforms, which have similar, high affinities for 17� estradiol (Kuiper et
al., 1998). In situ hybridization data indicate widespread distribution of ER�
mRNA throughout much of the brain, including olfactory bulbs, cerebellum, and
cerebral cortex (Kuiper et al., 1997,1998). Results from immunocytochemical
studies for ER� indicate a more-restricted localization of detectable protein,
although the antisera that are currently available do not always provide specific
signals in some brain areas (see McEwen and Alves, 1999, for discussion).
Recent evidence shows good agreement between ER� mRNA levels and ER�
immunoreactivity with a polyclonal antibody to the C terminus of ER� (Shugh-
rue and Merchenthaler, 2001). In particular, colocalization of ER� mRNA with
cell nuclear ER� immunoreactivity was demonstrated in the rat cerebral cortex,
paraventricular nuclei of the hypothalamus, and hypothalamic preoptic area
(Shughrue and Merchenthaler, 2001). Other brain regions remain to be studied
for such co-localization.

The introduction of 125I estrogen to label ER with a higher specific radio-
activity has revealed the presence of binding sites not previously detected using
3H estradiol (Shughrue et al., 1999; Shughrue and Merchenthaler, 2000). In
hippocampus, labeling was evident in the interneurons previously seen to contain
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ER� by other methods, with higher concentrations in ventral hippocampus
(Shughrue and Merchenthaler, 2000). However, the most important difference
from 125I estrogen labeling of ER was the detection of label in pyramidal cells of
CA1–CA3 in the ventral hippocampus. In parallel studies of ER� and -� mRNA,
there was a similar dorsal-to-ventral gradient as that seen for 125I estrogen
binding and the ER� signal appeared to be stronger than that for ER� (Shughrue
and Merchenthaler, 2000). Thus, the greater sensitivity of 125I estrogen labeling
of ER reveals sites that may indicate locations of estrogen actions in hippocampal
pyramidal cells, particularly in pyramidal cell nuclei of the ventral hippocampus.

ER� and ER� are similar not only in affinity for a number of estrogens and
estrogen antagonists (Kuiper et al., 1998) but also in their ability to regulate
genes in which the estrogen response element (ERE) is the primary site of
interaction (Paech et al., 1997). The major differences between ER� and ER�
concern their ability to regulate transcription via the AP-1 response element.
With AP-1, estradiol 17� activated transcription with ER�, whereas it failed to
activate transcription with ER� and was able to cause inhibition. In contrast, with
AP-1, nonsteroidal estrogen antagonists such as tamoxifen activated transcription
with ER� and did so to a lesser extent with ER� (Paech et al., 1997).

ER� and ER� can form heterodimers when expressed in the same cells, thus
giving rise to additional possible variants as far as gene regulation (Pettersson et
al., 1997). Thus far, endogenous colocalization of ER� and ER� has been
demonstrated in the hypothalamic preoptic area, bed nucleus of the stria termi-
nalis, and medial amygdaloid nucleus (Hrabovszky et al., 1998) and probably
exists in other brain regions, including midbrain raphe (see below).

Nonsteroidal estrogen antagonists exert agonist-like effects on some neuro-
chemical or functional endpoints in the rat brain and antagonistic effects on
others. Antagonistic effects for CI-628, a tamoxifen-like estrogen antagonist,
were seen in terms of blockade of estrogen-induced progestin receptor induction
and lordosis behavior (Roy et al., 1979; Meisel et al., 1987). Agonist-like effects
of CI-628 were seen for induction of choline acetyltransferase in basal forebrain
and repression of monoamine oxidase A in amygdala (Luine and McEwen,
1977). Recently, CI-628 was shown to block estrogen-induced synapse formation
in the hippocampus without having any agonist-like effects (McEwen et al.,
1999b; Brake et al., 2001).

One important implication of these findings concerning the mixed agonist
and antagonist role of some estrogen antagonists is that nonsteroidal anti-
estrogens, like CI-628 and possibly also tamoxifen and raloxifene, will not have
uniformly agonistic or antagonistic effects on the diversity of actions that
estrogens normally produce in the brain. This has implications for the therapeutic
applications of such agents and requires a separate study of the actions of these
agents on each endpoint of estrogen action.
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Unfortunately, the molecular basis of these effects is not clear. Although
anti-estrogens function as antagonists for ER� and ER� via the ERE, these same
anti-estrogens worked through the AP-1 response element to activate transcrip-
tion via ER� also, to a lesser extent, via ER� (Paech et al., 1997). Yet, with
AP-1, estradiol 17� activated transcription with ER�, whereas it failed to
activate transcription with ER� and was able to cause inhibition (Paech et al.,
1997). Thus, to account for parallel agonist-like actions of estrogen antagonists,
such as we have demonstrated for choline acetyltransferase and monoamine
oxidase, it is necessary to postulate that ER� is the receptor involved and that it
uses the AP-1 response element where both estradiol and CI-628 can have
agonistic-like actions.

B. NOVEL ESTROGEN ACTIONS VIA NON-NUCLEAR RECEPTORS

Rapid estrogen effects on neuronal excitability (Kelly et al., 1977; Nabekura
et al., 1986) have been known for a number of years. Yet, only recently has this
topic emerged in full force as an alternative aspect of estrogen action that
involves interactions of ERs with second messenger systems and potentially
novel types of ERs (Kelly and Wagner, 1999; Brinton, 2001; Kelly and Levin,
2001; Lee and McEwen, 2001).

The variety of nongenomic estrogen effects includes 1) rapid actions on
excitability of neuronal and pituitary cells; 2) the activation by estrogens of
cyclic AMP and mitogen-activated protein kinase (MAP kinase) pathways that
affect activity of such targets as kainate and insulin-like growth factor-1 (IGF-1)
receptors; 3) estrogen actions that involve modulation of G protein coupling and
affect calcium currents and gonadotropin-releasing hormone (GnRH) release; 4)
effects on calcium channels and calcium ion entry; and 5) protection of neurons
from damage by excitotoxins and free radicals (Kelly and Wagner, 1999;
Brinton, 2001; Kelly and Levin, 2001; Lee and McEwen, 2001).

For estrogen actions on some aspects of calcium homeostasis, certain
aspects of second messenger systems, and some features of neuroprotection,
a novel receptor mechanism is implicated in which stereospecificity for 17�
over 17� estradiol is replaced by a broader specificity for the 3 hydroxyl
group on the A ring ( McEwen and Alves, 1999; Lee and McEwen, 2001). On
the other hand, there is also evidence that ER� and ER� are capable of
participating in second messenger cascades involving second messenger
activation and G protein coupling (Razandi et al., 1999; Kelly and Levin,
2001). Besides ER� and ER�, membrane ERs have been reported on
pituitary, uterine, ovarian granulosa cell, spermatozoa, testes, and liver cell
membranes. However, these have been only partially characterized in binding
studies and only in a few cases have been shown to be linked to signal
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transduction mechanisms (for a review, see McEwen and Alves, 1999; Kelly
and Levin, 2001; Lee and McEwen, 2001).

Finally, estrogenic compounds protect nerve cells from damage by excito-
toxins and free radicals in novel ways (McEwen and Alves, 1999; Lee and
McEwen, 2001). In this realm are neuroprotective effects that appear to be
mediated via classical genomic receptors, based upon the fact that they can be
blocked by estrogen antagonists. But other actions are not blocked by these
antagonists and appear to involve a novel mechanism in which estradiol 17� is
as potent as estradiol 17� (Green et al., 1997; Lee and McEwen, 2001). These
actions of estrogens, albeit in 100-nM to micromolar concentrations, reduce the
production of or actions of free radicals in causing cell damage and promoting
cell death through apoptosis. Mitochondria are major targets of estrogen action.
Estrogen effects stabilize mitochondrial membrane potentials, prevent adenosine
triphosphate (ATP) depletion, and reduce the generation of oxygen free radicals
(Mattson et al., 1997; Wang et al., 2001).

III. Estrogen Actions Throughout the Central Nervous System

We now know that ovarian steroids have numerous effects on the brain
throughout the lifespan, beginning during gestation and continuing on into
senescence. Estrogens participate in the sexual differentiation of the brain during
early embryonic or neonatal life. These effects undoubtedly involve the classical
intracellular ERs (McEwen, 1983; Auger et al., 2000). The process of sexual
differentiation involves the secretion of testosterone in fetal or early neonatal life
and the actions of testosterone either through androgen receptors or via aroma-
tization to estrogen in the defeminization and masculinization of brain structures
and function (Goy and McEwen, 1980; Naftolin, 1994). Although initially
believed to be confined to the hypothalamus, structural and functional sex
differences have been found in higher cognitive centers and in sensory and
autonomic ganglia as well as structures of the limbic system of the brain and the
midbrain, brainstem, and basal forebrain structures (for a review, see McEwen
and Alves, 1999).

Estrogens affect areas of the brain that are not primarily involved in
reproduction, such as the basal forebrain cholinergic system, the hippocampus
and cerebral cortex, the caudate-putamen, midbrain raphe and brainstem locus
coeruleus, and the spinal cord. These systems are involved in a variety of
estrogen actions on mood, locomotor activity, pain sensitivity, vulnerability to
epilepsy, and attentional mechanisms and cognition (for a review, see McEwen
and Alves, 1999).

Functional or structural sex differences exist in a number of these brain
regions (Fischette et al., 1984; Kimura, 1992; Bazzett and Becker, 1994;
Witelson et al., 1995). For example, developmentally programmed sex
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differences in hippocampal structure may help explain differences in the
strategies that male and female rats use to solve spatial navigation problems
(Williams and Meck, 1991). A similar sex difference in spatial problemsolv-
ing is reported in humans (Kimura, 1992). During the period of development
when testosterone is elevated in the male, aromatase activity and ERs are
transiently expressed in hippocampus. Recent data on behavior and synapse
induction strongly suggest that this pathway is involved in the masculiniza-
tion or defeminization of hippocampal structure and function.

In spite of the paucity of ER� outside the hypothalamus, hypothalamic
preoptic region, and amygdala, estrogens have effects on many other brain
regions and neurochemical systems involved in a host of nonreproductive
brain functions. The expression of ER� mRNA in many of these brain regions
has raised the possibility of functional ERs in these brain areas. At the same
time, the presence of a few ER�-containing nerve cells has led to the
discovery, for example in the hippocampus, that these few nerve cells can
have powerful trans-synaptic effects on neighboring neurons. As will be
discussed in detail below, treatment of ovariectomized rats with estradiol 17�
induces certain hippocampal neurons to form new synaptic connections with
other nerve cells. These estrogen effects appear to be attributable, at least in
part, to intracellular ER� in inhibitory interneurons (see below). In addition,
the rapidity and structure-activity profile of some of these effects have raised
questions about the possible “nontraditional” and even nongenomic actions of
estrogens in some brain regions. For example, actions of estrogens on
dopaminergic activity in the corpus striatum and nucleus accumbens appear
to be mediated by membrane actions in the absence of any documented
expression of either ER� or ER� in cell nuclei of these brain regions (Maus
et al., 1990; Mermelstein et al., 1996).

Estrogen actions upon cholinergic, noradrenergic, serotonergic, and hypo-
thalamic dopaminergic systems, on the other hand, are likely to be mediated by
known nuclear intracellular ER� or ER� (see McEwen and Alves, 1999, for
summary). This will be decribed for the serotonin system. The spinal cord also
has intracellular ER� and ER� but the reported effects on nociception and
analgesia do not directly relate to those receptor sites in enkephalin-expressing
spinal neurons. Moreover, endothelial cells and at least some glial cells must be
considered as targets for estrogen action that affect glucose uptake and mecha-
nisms that support the replenishment of cell membranes and possibly also
synaptogenesis and other forms of structural plasticity (see McEwen and Alves,
1999; McEwen et al., 2001, for summary). We now will examine two systems
involving actions of estrogens on brain areas that are involved in many functions
beyond those specifically concerned with reproduction, namely, the midbrain
serotonin system and the hippocampus.
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IV. Estrogen Actions on Midbrain Raphe and Serotonin Receptors
in Forebrain

The serotonin system projects widely to many brain regions and is concerned
with the regulation of many aspects of brain function, ranging from autonomic
nervous system reactivity to mood, aggression, and cognitive function (Jacobs,
1994; Higley and Linnoila, 1997; Rubinow et al., 1998; Bethea et al., 1999).
Ovarian steroids regulate the serotonin system of rodents and primates (Alves et
al., 1998; Bethea et al., 1999), but important differences exist in the relationship
between detectable intracellular ERs and the serotonergic neurons.

In primates, both ER� and ER� are found in midbrain 5HT neurons and
estrogens regulate tryptophan hydroxylase as well as progestin receptor expres-
sion (Bethea et al., 1999). In rats, ER� is found in non-5HT neurons, where
estrogen regulates expression of progestin receptors (Alves et al., 1998) but not
expression of tryptophan hydroxylase (S.E. Alves, unpublished data). Sex dif-
ferences are found in the ability of estrogen treatment to induce progestin
receptors (Alves et al., 1998). In mice, both ER� and ER� are present and
functional in the midbrain. ER� is expressed in 5HT neurons that also express
progestin receptors (Alves et al., 2000). Yet, the �ERKO mouse also shows
estrogen induction of progestin receptors in midbrain raphe, implying that
another ER, most likely ER�, is involved (Alves et al., 2000) (Figure 1).

FIG. 1. Number of progestin receptor (PR) immunoreactive cells counted in the dorsal raphe nucleus
(A) and median raphe nucleus (B) of wild-type (WT) and �ERKO mice of both sexes. Estradiol benzoate
(EB) treatment induces PR in both sexes of both genotypes. Although EB induces PR in both genotypes,
the significant interaction between treatment and genotype in both dorsal (F (1,16) � 4.73, p � .045) and
median (F (1,16) � 9.33, p � .008) raphe nuclei indicates that the magnitude of PR induction by EB over
baseline levels was less in the �ERKO animals. No significant gender differences were found. We
conclude that another ER besides ER�, most likely ER�, mediates the effects of EB in the raphe nuclei.
[Reprinted with permission from Alves SE, McEwen BS, Hayashi S, Korach KS, Pfaff DW, Ogawa S
2000 Estrogen-regulated progestin receptors are found in the midbrain raphe but not hippocampus of
estrogen receptor alpha (ER�) gene-disrupted mice. J Comp Neurol 427:185–195. Copyright Wiley-Liss,
Inc., a subsidiary of John Wiley & Sons, Inc.]
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Estrogens also regulate other components of the serotonin system besides
tryptophan hydroxylase. In midbrain raphe of primates, estrogen treatment
decreased serotonin transporter mRNA expression (Bethea et al., 1999). In
macaque hypothalamus, estrogen treatment decreased expression of the 5HT2C
receptor in a number of hypothalamic nuclei (Gundlah et al., 1999). In rat brain,
32-hour estrogen treatment increased levels of 5HT2A mRNA in dorsal raphe
and 5HT2A receptor binding in frontal, cingulate, and primary olfactory cortex
as well as in nucleus accumbens (Sumner and Fink, 1998) (Figure 2). There were
no sex differences in this induction (Sumner and Fink, 1998). Another study on
rats reported that a 24-hour estrogen treatment increased 5HT2A mRNA levels
in amygdala, hippocampus, accumbens, and a number of cortical areas, while

FIG. 2. Serotonin 5HT2A receptor binding in the cingulate cortex and nucleus accumbens of
male and female rats after gonadectomy and treatment with either oil vehicle, estradiol benzoate
(EB), testosterone propionate (TP), or dihydrotestosterone (DHT). These two brain areas are not
normally considered to be estrogen or androgen target areas but the post-synaptic 5HT2A receptor
levels are elevated in both males and females by EB (∧ p � .005) and in males by TP (# p � .05 for
cingulate; ∧ p � .005 for accumbens) but not by DHT. There is a significant effect of gonadectomy
in males (p � .05). This suggests that estrogens work equally in both sexes and the aromatase
pathway may be involved in the TP effects, although the nature of the ERs that mediate these effects
remains uncertain. [Redrawn from Sumner BEH, Fink G 1998 Testosterone as well as estrogen
increases serotonin2A receptor mRNA and binding site densities in the male rat brain. Mol Brain Res
59:205–214.]
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decreasing 5HT1A mRNA levels in many of the same brain regions of several
strains of rats differing in anxiety-related behaviors (Osterlund et al., 1999).
Chronic (2-week) estrogen treatment also decreased 5HT1A receptor binding in
amygdala, hippocampus, and cerebral cortex (Osterlund et al., 2000). Yet, in this
study, the effects of estrogen on 5HT1A mRNA levels, evident after acute
estrogen treatment, disappeared with the chronic treatment that decreased
5HT1A receptor binding.

The actions of estrogen on the 5HT1A receptor system illustrate the
complexities of distinguishing between traditional genomic effects of estrogens
and those involving a non-nuclear action. Estrogen treatment causes a rapid
decrease in coupling to G proteins that reduces the inhibitory effect of 5HT1A
agonists on lordosis behavior, hyperphagia, and oxytocin and corticotropin
(ACTH) responses (Raap et al., 2000; Mize et al., 2001). The rapid, estrogen-
induced decrease in 5HT1A efficacy has been assessed by measuring radio-
labeled GTP�S binding (Mize et al., 2001) after treatment with estrogen in
homogenates of hippocampus and frontal cortex. Estradiol 17� (EC50 � 25 nM)
showed a dose-dependent ability to decrease GTP�S binding. This effect was
mimicked by diethylstilbestrol but not by the less-potent estrogens, estradiol 17�
and estriol, and was blocked by the estrogen antagonist, ICI 182780 (Mize et al.,
2001). These results are consistent with the involvement of a non-nuclear form
of ER� or ER�, as discussed above.

V. Estrogen Actions in Hippocampus re: Cognitive Function and
Memory Processes

The hippocampus is a brain region that is involved in episodic, declarative,
contextual, and spatial learning and memory as well as serving as a component
in the control of autonomic and vegetative functions such as ACTH secretion
(Jacobson and Sapolsky, 1991; Eichenbaum and Otto, 1992; Phillips and
LeDoux, 1992). The hippocampus is also vulnerable to damage by stroke and
head trauma and susceptible to damage during aging and repeated stress (Sapol-
sky, 1992). Among the most novel and fascinating effects of estrogen are those
on cognitive function. Estrogen effects on memory have been reported in animal
models and in studies on humans (McEwen and Alves, 1999). The memories
affected are ones in which the hippocampus plays a role along with the basal
forebrain cholinergic system and other neurochemical systems. Rather than one
estrogen-regulated process, many types of estrogen actions on a number of
neurochemical and neuroanatomical substrates and a number of molecular
mechanisms are likely to underlie the actions of estrogens on cognition and other
aspects of behavior such as mood, pain perception, and nociception.

One of the processes regulated by ovarian hormones is the cyclic formation
and breakdown of excitatory synapses in the hippocampus (Woolley et al., 1990).
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This finding was surprising because the hippocampus is a brain region in which
cell nuclear ERs are present in scattered inhibitory interneurons but not in
principal neurons where synapse formation occurs (Weiland et al., 1997). Yet,
the effects of ovarian hormones on synaptic turnover were as impressive in the
hippocampus as those in the ventromedial hypothalamus (Carrer and Aoki, 1982;
Frankfurt et al., 1990; Calizo and Flanagan-Cato, 2000), a classic estrogen target
area of the brain for female sexual behavior (Pfaff, 1980).

A. MECHANISM OF EXCITATORY SYNAPSE FORMATION IN
THE HIPPOCAMPUS

Estrogen treatment increases dendritic spine density on CA1 pyramidal
neurons. As observed by electron microscopy, treatment of ovariectomized adult
rats with estrogen also induces new synapses on spines and not on dendritic
shafts of CA1 neurons (Woolley and McEwen, 1992). Estrogen did not effect
dendritic length or branching (Gould et al., 1990; Woolley et al., 1990; Woolley
and McEwen, 1992). Progesterone treatment acutely enhances spine formation.
But, over a 12- to 24-hour period, progesterone caused the downregulation of
estrogen-induced synapses (Gould et al., 1990; Woolley and McEwen, 1993).

Estrogens do not act alone and, in fact, ongoing excitatory neurotransmission
is required for synapse induction, as shown by the finding that antagonists of
NMDA receptors block estrogen-induced synaptogenesis on dendritic spines in
ovariectomized female rats (Woolley and McEwen, 1994). Because estrogen
treatment increases the density of NMDA receptors in the CA1 region of the
hippocampus (Weiland, 1992; Woolley et al., 1997), the activation of NMDA
receptors by glutamate is an essential factor in causing new excitatory synapses
to develop.

Spines are occupied by asymmetric, excitatory synapses and are sites of
Ca2� ion accumulation and contain NMDA receptors (Horner, 1993). NMDA
receptors are expressed in large amounts in CA1 pyramidal neurons and can be
imaged by conventional immunocytochemistry as well as by confocal imaging,
in which individual dendrites and spines can be studied for co-localization with
other markers (Gazzaley et al., 1996). Confocal microscopic imaging showed
that estrogen treatment upregulates immunoreactivity for the largest NMDA
receptor subunit, NR1, on dendrites and cell bodies of CA1 pyramidal neurons,
whereas NR1 mRNA levels did not change after estrogen treatment that induces
new synapses (Gazzaley et al., 1996). This suggests the possibility that NR1
expression is regulated post-transcriptionally by estrogen.

Recent evidence indicates that in young female rats, estrogen induction of
NR1 is proportional to the induction of new spines, so that NMDA receptor
density per spine is not increased; however, in the aging female rat, there is NR1
induction without an increase in dendritic spines (Adams et al., 2001) (Figure 3).
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This might make the aging hippocampus more vulnerable to excitotoxic damage,
for example, by stroke or seizures.

B. CELLULAR AND MOLECULAR EVENTS ASSOCIATED WITH
SYNAPSE FORMATION

The estrogen-induced increase in dendritic spines on CA1 neurons parallels
an increase in synapse density on spines without any decrease in shaft synapses
(Woolley and McEwen, 1992), implying that new spine synapses are formed.
Whereas synapse formation during development is considered to be a collabo-
rative process involving in-growth of a presynaptic element on a site where a
postsynaptic spine is either present or ready to form (Horner, 1993), the story for
estrogen-regulated hippocampal synaptogenesis is somewhat different. Estrogens
induce increased numbers of synapses on multiple synaptic boutons between
neurons not previously connected (Yankova et al., 2001) (Figure 4). This is

FIG. 3. Young adult female rats show upregulation of both NMDA receptors and dendritic
spines on CA1 pyramidal neurons in hippocampus, with a proportional increase of NMDA receptors
and spines. In contrast, the aging rat hippocampus responds to estrogen by upregulating NMDA
receptor R1 subunit expression but not by increasing the number of spine synapses. [Redrawn from
Adams MM, Shah RA, Janssen WGM, Morrison JH 2001 Different modes of hippocampal plasticity
in response to estrogen in young and aged female rats. Proc Natl Acad Sci USA 98:8071–8076.
Copyright 2001 National Academy of Sciences, USA.]
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reminiscent of the finding in cultured hippocampal cells studied by time-lapse
photography that filopodia extend from dendrites and reach out to establish
contact with nearby axons (Ziv and Smith, 1996). This implies an active role for
the dendrite in forming synaptic contacts.

Gene products characterizing dendritic spines include spinophilin, a protein
that helps to bundle actin filaments in the dendritic spine and regulates many of
the properties of spines (Allen et al., 1997; Feng et al., 2000). As reviewed in
McEwen et al. (2001), the calcium-calmodulin kinase II (CaMKII) is a major
protein of the postsynaptic density that plays an important role in long-term
potentiation (LTP) and synaptic differentiation. Recent evidence indicates that
CaMKII plays a key role in the formation of synapses and localization of
receptors in synapses. Glutamatergic synapses contain other key proteins in the
postsynaptic density besides CaMKII; these include PSD-95, densin-180, and
citron, a rac/rho effector protein. PSD-95 plays a key role in anchoring the
NMDA receptor within the synapse. The NMDA R1 (NR1) receptor subunit is
one of those proteins that may be translated from mRNA located in the dendrites
(Gazzaley et al., 1997).

There are a number of presynaptic molecular markers of mature synapses
that can be used in studies of synapse formation (McEwen et al., 2001). GAP43
is a marker of the growth cone and has been shown to increase in the

FIG. 4. Estrogen treatment of young adult female rats increases the number of dendritic spines
on CA1 pyramidal neurons that are associated with multiple synaptic boutons (MSB), (i.e., more than
one spine contacting a presynaptic terminal). Two examples are shown. On the left is a same cell
bouton receiving two spines from the same cell that had been filled with dye to make it electron dense
in the electron micrograph. On the right is a different cell bouton, where two different cells send
spines to contact the same presynaptic terminal. Estrogen treatment increases preferentially the
number of different cell MSBs. [Reprinted with permission from Yankova M, Hart SA, Woolley CS
2001 Estrogen increases synaptic connectivity between single presynaptic inputs and multiple
postsynaptic CA1 pyramidal cells: a serial electron-microscopic study. Proc Natl Acad Sci USA
98:3525–3530. Copyright 2001 National Academy of Sciences, USA.]

369ESTROGEN ACTIONS THROUGHOUT THE BRAIN



hypothalamus after estrogen treatment; however, no studies of this type have
been done on the hippocampus. SNAP-25 is a marker of synaptic vesicles, as are
syntaxin, synaptotagmins, synaptoporin, synaptophysin, and the synapsins. Al-
though mRNAs for these proteins are most likely found in neuron cell bodies,
growth cones of hippocampal neurons in culture have been reported to have
mRNAs for proteins such as GAP43 and Arc and perhaps other presynaptic
proteins; these can be translated in the growth cone (Crino and Eberwine, 1996).

C. APPLICATION OF RADIOIMMUNOCYTOCHEMISTRY TO
STUDY SYNAPSE FORMATION AND MATURATION

The methods used to assess synapse formation (i.e., Golgi staining, dye filling of
cells, electron microscopy) are all labor intensive and time consuming and do not
provide information about the underlying molecular events. Radioimmunocytochem-
istry is a method for assessing the locally expressed levels of synaptic and spine
proteins using a primary antibody and a radioactive secondary antibody, then
assessing levels of radioactivity using quantitative autoradiography. This procedure
has not only confirmed the anatomical methods for assessing spine synapse forma-
tion but has also added a new dimension by providing insights into estrogen-induced
increases in proteins that characterize presynaptic terminals and spines.

Figure 5 shows the results of the first study, using synaptophysin and
syntaxin as presynaptic markers and spinophilin as a spine marker (Brake et al.,
2001). Estrogen treatment was conducted exactly as in previous studies using the
Golgi method and the estrogen antagonist, CI 628, was used to block estrogen
actions (McEwen et al., 1999a). Estrogen treatment induced both pre- and
postsynaptic markers in the stratum oriens and stratum radiatum of the CA1
region, location of the spine synapses (Brake et al., 2001). The magnitude of the
increases corresponded very well to the magnitude of the changes in spine
density seen with the Golgi method (Woolley et al., 1997; McEwen et al.,
1999a). These effects were blocked by CI-628, which had no agonist effects by
itself, and this finding agreed with the Golgi results (McEwen et al., 1999a). One
unique finding with radioimmunocytochemistry is the estrogen-induced increase
in spinophilin immunoreactivity in the hilus of the dentate gyrus and in the
stratum lucidum of CA3, neither of which is accompanied by increases in the
presynaptic markers, synaptophysin, and syntaxin (Brake et al., 2001). This
suggests that there may be a process of synapse maturation taking place that
reflects expression of spinophilin in the absence of any estrogen-induced changes
in presynaptic proteins. Further studies are needed to confirm this interpretation.

D. CELL NUCLEAR ESTROGEN RECEPTORS IN THE HIPPOCAMPUS

Adult CA1 pyramidal cells of the dorsal hippocampus do not express
detectable cell nuclear ER by tritium autoradiography and light microscopic
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FIG. 5. Radioimmunocytochemistry for two presynaptic (synaptophysin and syntaxin) and one
spine-specific (spinophilin) marker reveals the same magnitude of up-regulation by estrogen treat-
ment as has been shown by morphological techniques for dendritic spines on CA1 neurons of the
female rat hippocampus. A 35S-labeled secondary antibody was used for quantitative autoradiography
of the distribution and intensity of labeling of synaptic proteins by specific primary antibodies.
Treatment with the nonsteroidal estrogen antagonist, CI 628, blocks the estrogen effect and does not
produce an agonist-like effect of its own. These findings are very similar to a study using the Golgi
method to reveal dendritic spines (McEwen et al., 1999a). [Reprinted with permission from Brake
WG, Alves SE, Dunlop JC, Lee SJ, Bulloch K, Allen PB, Greengard P, McEwen BS 2001 Novel
target sites for estrogen action in the dorsal hippocampus: an examination of synaptic proteins.
Endocrinology 142:1284–1289. Copyright The Endocrine Society.]
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immunocytochemistry (Weiland et al., 1997), whereas they express low levels of
ER� and ER� mRNA by in situ hybridization (Shughrue and Merchenthaler,
2000; McEwen et al., 2001). Instead, immunocytochemistry for ER� showed cell
nuclear ER in sparsely distributed interneurons in the CA1 region as well as other
regions of Ammon’s horn and dentate gyrus, with greater density in the ventral
than dorsal hippocampus (McEwen and Alves, 1999). As far as ER� immuno-
reactivity, an antibody generated at the C-terminal end of the receptor revealed
only weak labeling of cell nuclei, particularly in the ventral hippocampus, and
some staining of dendrites of pyramidal cells (Shughrue and Merchenthaler,
2001).

Autoradiography with 125I estrogen to label ER with a higher-specific
radioactivity showed binding sites not previously detected in hippocampus using
3H estradiol (Shughrue and Merchenthaler, 2000). Besides the interneurons
previously seen to contain ER� by other methods, labeling with 125I estrogen was
found in CA1–CA3 pyramidal cell nuclei in ventral hippocampus. A similar
dorsal-to-ventral gradient was seen for ER� and ER� mRNA and 125I estrogen
binding. The ER� signal appeared to be stronger than that for ER� (Shughrue
and Merchenthaler, 2000). Thus, the greater sensitivity of 125I estrogen labeling
of ER reveals sites that may indicate locations of estrogen actions in hippocampal
pyramidal cells, particularly in the ventral hippocampus. A recent developmental
study of ER� in the rat hippocampus is consistent with this and suggests that,
early in development, more pyramidal cells may have nuclear ER� than in the
adult (Solum and Handa, 2001). Recent data with radioimmunocytochemistry
have shown much stronger estrogen effects on synapse and spine protein levels
in ventral, compared to dorsal hippocampus (Bulloch et al., 2000).

E. CELL-CULTURE MODEL OF SYNAPSE FORMATION

It has been possible to study estrogen-induced synapse formation in cell
cultures of hippocampal neurons. In this model, estrogen induces spines on
dendrites of dissociated hippocampal neurons in cell culture by a process that is
blocked by an NMDA receptor antagonist and not by an AMPA (alpha-amino-
3-hydroxy-5-methylisoxasole proprionic acid)/kainate receptor blocker (Murphy
and Segal, 1996). Furthermore, estrogen treatment was found to increase expres-
sion of phosphorylated cyclic AMP response binding protein (CREB). A specific
antisense to CREB prevented both the formation of dendritic spines and the
elevation in phosphoCREB immunoreactivity (IR) (Murphy and Segal, 1997).

The cellular location of ER� in the cultures, resembling the in vivo
localization, was in putative inhibitory interneurons (i.e., glutamic acid decar-
boxylase (GAD)-immunoreactive cells) that constituted around 20% of total
neuronal population. Estrogen treatment caused decreases in GAD content and
the number of neurons expressing GAD. Mimicking this decrease with an
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inhibitor of gamma aminobutyric acid (GABA) synthesis, mercaptopropionic
acid, caused an upregulation of dendritic spine density, paralleling the effects of
estrogen (Murphy et al., 1998a). Thus, estrogen-induced synapse formation may
involve the suppression of GABA inhibitory input to the pyramidal neurons
where the synapses are being generated (Figure 6).

An additional factor in the formation of dendritic spines in the in vitro cell
culture model is the neurotrophin, brain-derived neurotrophic factor (BDNF)
(Murphy et al., 1998b). Besides downregulating GABA expression in inhibitory
interneurons, estrogen treatment also reduced BDNF by 60% within 24 hours
(Murphy et al., 1998b). Exogenous BDNF blocked estrogen induction of den-
dritic spines; furthermore, BDNF depletion either with an antisense or blockade
with BDNF antibodies mimicked estrogen in inducing spine density. Thus,
BDNF is also an important player in regulating dendritic spines in hippocampal
neurons (Murphy et al., 1998b). In this connection, neurotrophins such as BDNF
and neurotrophin-3 (NT-3) also increase the function of inhibitory and excitatory

Fig. 6. Because of the prominent presence of ER� in some of the inhibitory interneurons in the
hippocampus and the presence of similar ER�-positive GABA cells in hippocampal cell culture,
Murphy and Segal proposed a model of the control of spine synapse formation in which estrogen
treatment suppresses the inhibitory tone upon CA1 pyramidal neurons and creates an environment
conducive to the formation of new excitatory spine synapses. Blocking GABA inhibition and
immunoneutralizing the neurotrophin, BDNF increased spine synapse formation in cell culture. [See
text for details and references.]
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synapses in hippocampal cell cultures; moreover, BDNF causes an increase in
axonal branching and length of GABAergic interneurons (Vicario-Abejon et al.,
1998). Hence, BDNF appears to favor the growth of inhibitory interneurons and
the functional activation of synaptic transmission in excitatory and inhibitory
cells, while suppressing the formation of the type of excitatory synaptic connec-
tions induced by estradiol (Figure 6).

F. NON-NUCLEAR ESTROGEN RECEPTORS

As compelling as the role of estrogen-regulated GABA input appears to be
to the mechanism of synapse formation, we were not satisfied that there was no
additional role for estrogen actions in the pyramidal neurons themselves. Given
the increasing evidence for such a mechanism, it seemed plausible that, besides
the indirect, trans-synaptic mechanism described above, local signaling by
estrogen might be involved. This hypothesis was stimulated by a seminal study
that ER� and ER� into Chinese hamster ovarian cells found that both ERs are
expressed in a form that couples to second messenger systems that are stimulated
by estrogen and blocked at least partially by nonsteroidal estrogen antagonists
(Razandi et al., 1999). Previous studies had indicated that non-nuclear ERs can
be seen at the light microscopic level in cultured cells (Clarke et al., 2000) and
also at the electron microscopic (EM) level in hypothalamus (Blaustein et al.,
1992). The proliferation of articles on non-nuclear actions of estrogen via
membrane ER and membrane-associated ER (Kelly and Levin, 2001) has
reinforced the importance of investigating non-nuclear actions of estrogens in the
hippocampus.

Electron microscopy was used to examine ER� localization in rat hippocam-
pal formation (Milner et al., 2001) utilizing four antibodies to different parts of
the ER� structure, two polyclonal and two monoclonal. The specificity of these
antibodies was determined by preabsorption with the full-length ER protein,
which abolished labeling in all sites examined, both nuclear and non-nuclear. We
were able to see at the EM level the cell nuclear labeling seen by light
microscopy in some GABA interneurons. In addition, some pyramidal and
granule neuron perikarya have small amounts of ER� IR in the nuclear mem-
brane, which is consistent with a recent report that 125I estradiol labels a small
number of estrogen-binding sites in cell nuclei of hippocampal principal cells
(Shughrue and Merchenthaler, 2000).

In stratum radiatum of CA1, around 50% of the ER�-IR profiles were found
in unmyelinated axons and axon terminals containing small synaptic vesicles.
This is of potential functional relevance, given findings that estrogen can
influence neurotransmitter release (see McEwen et al., 2001, for references). The
synaptic ER�-IR was found in terminals that formed both asymmetric and
symmetric synapses on dendritic shafts and spines, suggesting that both excita-
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tory and inhibitory transmitter systems are associated with ER� (Milner et al.,
2001).

Around 25% of the ER� IR was found in dendritic spines of principal cells,
where it often was associated with spine apparati and/or post-synaptic densities,
suggesting that estrogen might act locally to regulate calcium availability,
phosphorylation, or protein synthesis. Finally, the remaining 25% of ER� IR was
found in astrocytic profiles, often located near the spines of principal cells.

While these findings corroborate existing evidence for an indirect GABA-
ergic mediation of estrogen actions (Murphy et al., 1998a; Rudick and Woolley,
2000), the close association between the ER�-IR and dendritic spines supports a
possible local, nongenomic role for this ER in regulation of dendritic spine
density via second messenger systems. Initial in vivo and in vitro studies in
hippocampus of one second messenger pathway, the phosphorylation of CREB,
have indicated that estrogen has rapid effects that are evident within as little as
15 minutes to increase phosphoCREB immunoreactivity in cell nuclei of
hippocampal pyramidal neurons (S. Lee, S. Alves, B. McEwen, unpublished
data). One pathway by which CREB phosphorylation may occur involves the
phosphoinositol-3 (PI3) kinase, or Akt, system (Datta et al., 1999). Studies are
underway to try to connect these events together in the early actions of estrogen
on hippocampal neurons that precede the induction of synapse formation. We
next consider some of the cellular and molecular events associated with the
formation of synapses in which estrogen actions may be involved.

G. DENDRITIC MRNA TRANSPORT AND PROTEIN SYNTHESIS

The finding of non-nuclear ER� in dendritic spines compelled us to consider
sites and mechanisms whereby estrogens could regulate the process of synapse
formation via post-transcriptional mechanisms. Protein synthesis is likely to be
an essential component of de novo synapse formation. Neurons have at least three
strategies for activity-dependent regulation of protein synthesis and targeting of
those proteins to pre- and postsynaptic sites (Tiedge et al., 2001). First, there is
translation of mRNA in the cell soma and trafficking of proteins to “tagged”
synapses. Second is transport of mRNA into the dendrites or growth cones and
local translation into protein on polyribosomal clusters such as are found at the
base of spines. The third strategy is local regulation of the translation of
transported mRNAs (Tiedge et al., 2001).

Dendrites contain transported mRNAs for gene products such as MAP-2,
CaMKII, NMDA R1 subunit, Arc, GAP-43, and BC1 (Gao, 1998). One feature
of the regulation of translation is that the dendritic mRNAs are deficient in poly
A; therefore, the regulation of polyadenylation by cytoplasmic polyadenylation
element binding protein (CPEP) is able to rapidly activate translation (Wells et
al., 2000). Moreover, other regulatory points such as the initiation of the
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translation process via regulatory factors are subject to second messenger-
stimulated phosphorylation (Gingras et al., 1999). These are currently under
investigation in our laboratory as far as possible regulation by estrogen.

H. A MODEL OF ESTROGEN ACTION INVOLVING GENOMIC AND
NONGENOMIC ERs

The results summarized above have led us to propose a testable, working
model (Figure 7) that delineates possible sites of estrogen action in relation to the
location of nuclear and non-nuclear ERs. Although this model pertains to ER�
because we know more about its distribution, further studies of ER� may reveal
that it is present in non-nuclear as well as cell nuclear sites within the hippocam-
pus and may participate in some of the processes outlined in Figure 7. According
to our model, ER in the dendritic spine may be associated with the activation of
mRNA translation from polyribosomes (Tiedge et al., 2001) or endomembrane
structures found in spines (Pierce et al., 2000). In addition, other second
messenger signaling effects might include the phosphorylation of neurotransmit-
ter receptors or ion channels. ERs in certain presynaptic terminals might mod-
ulate neurotransmitter release or reuptake (see McEwen et al., 2001, for refer-
ences). Moreover, ER-mediated activation of second messenger systems in
dendritic spines and presynaptic endings might lead to retrograde signal trans-
duction back to the cell nucleus, perhaps via Akt or CREB, providing another
pathway through which estrogen could regulate gene expression. As indicated at
the bottom right of Figure 7, we consider that these postulated actions of estrogen
operate synergistically with the actions of estrogen via nuclear receptors in
interneurons that modulate the inhibitory tone upon the CA1 pyramidal neurons
where synapse formation occurs.

V. Possible Functional Significance

The functional significance of estrogen actions in the hippocampal CA1
region is evident from electrophysiological studies indicating that estrogen
treatment of ovariectomized rats produces a delayed facilitation of synaptic
transmission in CA1 neurons that is NMDA mediated and leads to an enhance-
ment of voltage-gated Ca2� currents (Wong and Moss, 1992). Using biocytin
injection after recording from CA1 pyramidal neurons in order to visualize
estrogen induction of dendritic spines, Woolley and coworkers (1997) found that
spine density correlated negatively with input resistance. Input/output curves
showed an increased slope under conditions where NMDA receptor-mediated
currents predominated, whereas there was no increased slope where AMPA
receptor currents predominated. Other studies have shown that LTP sensitivity
peaks on the afternoon of proestrus in intact female rats at exactly the time when
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FIG. 7. Schematic depiction of an overall model of estrogen (E) regulation of spine synapse formation, based upon the model shown in Figure 6,
combined with ER localization in non-nuclear sites in CA1 pyramidal neurons that respond to E with synapse formation. As summarized in the text, ER�
immunoreactivity is found in dendrites, presynaptic terminals, glia, and the nuclear envelope of some principal cells as well as in cell nuclei of inhibitory
interneurons (Milner et al., 2001). Glia may be involved in synapse formation and/or removal. The left side of the figure highlights the fact that dendrites
are sites of protein synthesis on polyribosomes and at endomembrane structures using RNAs transported from the cell body (see text). Non-nuclear ER may
be involved in other E effects linked to second messenger activation on processes such as neurotransmitter release (top of figure) and phosphorylation of
neurotransmitter receptors and ion channels. Second messenger activation by E in nerve terminals, dendrites, and glial cell processes may result in retrograde
second messenger signals, such as P-CREB and P-Akt, that return to signal the genome. These actions synergize with the transient decrease in
GABA-inhibitory tone produced by estrogen actions on ER�-containing inhibitory interneurons based upon the model in Figure 6.
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excitatory synapse density has reached its peak (Warren et al., 1995). Proestrus
is also the time of the estrous cycle when seizure thresholds in dorsal hippocam-
pus are the lowest (Terasawa and Timiras, 1968).

Besides affecting neuronal activity in hippocampus, estrogen treatment
affects hippocampal-dependent learning and memory. In the natural estrous cycle
of the female rat, a recent study has utilized a delayed matching-to-place task in
female rats to show a close parallel between the temporal conditions by which
estrogen improves memory and the conditions for it to induce new excitatory
synaptic connections in the hippocampus (McEwen et al., 2001). Moreover,
estrogen treatment of ovariectomized female rats has been reported to improve
acquisition on a radial maze task as well as in a reinforced T-maze alternation
task (Fader et al., 1998; Daniel et al., 1999). Furthermore, sustained treatment is
reported to improve performance in a working memory task (O’Neal et al., 1996)
as well as in the radial-arm maze (Luine et al., 1998; Daniel et al., 1999). Finally,
the effects of estrogen replacement in rats are reminiscent of the effects of
treatment in women whose estrogen levels have been suppressed by a gonado-
trophin-releasing hormone agonist used to shrink the size of fibroids prior to
surgery (Sherwin and Tulandi, 1996).

In addition to the delayed effects of estrogens in hippocampus, estrogens and
some form of ER are involved in local signaling within neurons. Among the
possible targets of local signaling is the translation of RNAs found in dendrites
of hippocampal and other neurons. There are at least three other targets for local
signaling by estrogens. They are 1) the rapid activation of kainate-induced ion
currents via a G protein-coupled ER that is present in �ERKO mice and is
insensitive to nonsteroidal estrogen antagonists (Gu et al., 1999); 2) the suppres-
sion of calcium ion currents that is mimicked by a nonsteroidal estrogen
antagonist (Mermelstein et al., 1996); and 3) rapid actions of estradiol on NMDA
receptor activity and LTP (Teyler et al., 1980; Foy et al., 1999).

VI. Conclusions

It is abundantly clear that estrogen actions in brain and other tissues involve
an array of cellular and molecular mechanisms and that estrogens influence many
behavioral and physiological processes that go beyond their traditional role in
reproduction. Brain regions such as the hippocampus are affected by estrogens,
even though they have a paucity of cell nuclear ERs. These actions may be
explained by the powerful trans-synaptic influence of a small number of ER-
containing cells upon other neurons (e.g., GABA inhibitory neurons depicted in
Figure 6) or by non-nuclear ERs and second messenger activation, or a combi-
nation of both. Elsewhere in the nervous system, cell nuclear ER� may well help
explain estrogen actions in other brain areas that do not express ER�. What all
of this means is that, besides the classical genomic actions of estradiol that have
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been studied for over 40 years, the molecular mechanisms of estrogen action are
likely to involve many pathways not ordinarily considered, in which indirect
genomic activation may occur as a consequence of second messenger activation.
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ABSTRACT

The adult skeleton is periodically remodeled by temporary anatomic structures that
comprise juxtaposed osteoclast and osteoblast teams and replace old bone with new. Estrogens
and androgens slow the rate of bone remodeling and protect against bone loss. Conversely, loss
of estrogen leads to increased rate of remodeling and tilts the balance between bone resorption
and formation in favor of the former. Studies from our group during the last 10 years have
elucidated that estrogens and androgens decrease the number of remodeling cycles by attenuating
the birth rate of osteoclasts and osteoblasts from their respective progenitors. These effects
result, in part, from the transcriptional regulation of genes responsible for osteoclastogenesis and
mesenchymal cell replication and/or differentiation and are exerted through interactions of the
ligand-activated receptors with other transcription factors. However, increased remodeling alone
cannot explain why loss of sex steroids tilts the balance of resorption and formation in favor of
the former. Estrogens and androgens also exert effects on the lifespan of mature bone cells:
pro-apoptotic effects on osteoclasts but anti-apoptotic effects on osteoblasts and osteocytes.
These latter effects stem from a heretofore unexpected function of the classical “nuclear” sex
steroid receptors outside the nucleus and result from activation of a Src/Shc/extracellular
signal-regulated kinase signal transduction pathway probably within preassembled scaffolds
called caveolae. Strikingly, estrogen receptor (ER) alpha or beta or the androgen receptor can
transmit anti-apoptotic signals with similar efficiency, irrespective of whether the ligand is an
estrogen or an androgen. More importantly, these nongenotropic, sex-nonspecific actions are
mediated by the ligand-binding domain of the receptor and can be functionally dissociated from
transcriptional activity with synthetic ligands. Taken together, these lines of evidence strongly
suggest that, in sex steroid deficiency, loss of transcriptional effects may be responsible for the
increased osteoclastogenesis and osteoblastogenesis and thereby the increased rate of bone
remodeling. Loss of nongenotropic anti-apoptotic effects on mature osteoblasts and osteocytes,
in combination with an opposite effect on the lifespan of mature osteoclasts, may be responsible
for the imbalance between formation and resorption and the progressive loss of bone mass and
strength. Elucidation of the dual function of sex steroid receptors has important pathophysiologic
and pharmacologic implications. Specifically, synthetic ligands of the ER that can evoke the
nongenotropic but not the genotropic signal may be bone anabolic agents, as opposed to natural
estrogens or selective estrogen receptor modulators that are antiresorptive agents. The same
ligands may also circumvent the side effects associated with conventional hormone replacement
therapy.
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I. Introduction

Loss of ovarian function at menopause represents the most important factor
for the development of osteoporosis, the metabolic bone disease that affects
millions worldwide and contributes considerably to the morbidity and mortality
among elderly women. Loss of androgens in males from chemical or surgical
castration or an age-associated decline of androgen levels – albeit not as
universal or abrupt as menopause – has the same adverse effect on the skeleton.
Appreciation of the adverse effects of estrogen and androgen deficiency on bone
in the 1940s by Fuller Albright (Albright and Reisfenstein, 1948) launched a
quest for the elucidation of the mechanism of the skeletal actions of sex steroids
and the pathogenesis of the bone loss resulting from sex steroid deficiency.

The purpose of this review is to provide a personal perspective of our
group’s contribution to the advancement of understanding of the cellular and
molecular mechanisms by which estrogens and androgens influence adult bone
homeostasis and, by extension, the pathogenetic mechanisms responsible for the
development of osteoporosis following sex steroid deficiency. This chapter also
will point out new pharmacotherapeutic opportunities brought about with the
elucidation of the molecular mechanisms of the anti-osteoporotic effects of sex
steroids.

A. THE WORKING HYPOTHESIS

The adult skeleton regenerates continuously in the form of a periodic
replacement of old bone with new. This process, called remodeling, is accom-
plished by temporary anatomic structures comprising osteoclasts in the front,
which excavate old bone, and osteoblasts in the rear, which fill the fresh cavities
with new bone. These so-called basic multicellular units (BMUs) arise from
progenitor cells residing in the bone marrow. After the BMUs complete their
task, usually in a period of 6 to 9 months in humans, they disappear without trace
due to the apoptotic death of the executive cells of the unit. The rate of
remodeling depends on the number of cycles but the effects on bone mass depend
on the focal balance within each cycle. Sex steroid deficiency, as well as old age
and glucocorticoid excess, do not cause loss of bone mass by turning on a
completely new process. Instead, they cause a derangement in the normal process
of bone regeneration.

Until the 1990s, research on the pathophysiology of osteoporosis had
focused on the functions of differentiated cells: the rates and/or total amounts of
bone resorbed or formed by individual osteoclasts or osteoblasts. But these cells
have relatively short active lifespans that are within the range of lifespans of the
other cells that originate in the bone marrow. Such cells must be continually
replaced; the number present depends both on the birth rate, which reflects the
frequency of cell division of the appropriate precursor cell, and on the lifespan,
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which most likely reflects the timing of death by apoptosis. The importance of the
distinction between cell number and individual cell function often has been
obscured by using the vague term “activity” (Manolagas, 1999). The essential
hypothesis tested by our work is that the balance between bone resorption and
bone formation depends more on the number of cells carrying out these processes
than on their individual capacities. Since these cells originate from precursor
cells within the bone marrow, our research has placed particular attention to
relationships between the different components of this complex tissue and the
birth of osteoblasts and osteoclasts. Recognition of the fact that osteoblasts and
osteoclasts disappear without a trace guided us more recently to the study of cell
death that, for both cell types, is as important as cell birth in determining overall
cell numbers.

B. DISTINCTION BETWEEN GROWING AND
NONGROWING SKELETON

In addition to their effects on the maintenance of the homeostasis of the adult
skeleton during its continuous regeneration by the process of bone remodeling,
estrogens and androgens play a very profound role in skeletal growth and perhaps
the sexual dimorphism of the skeleton. Bone mass later in life is a function of the
bone accrued during the second decade and the amount of bone lost after
menopause. Bone mass accrual during puberty depends more on sexual matura-
tion than chronological age. Hence, the effects of sex steroids on the growing
skeleton are relevant to the development of osteoporosis later in life. However,
the stimulating effects of estrogens on bone growth during puberty are different
from their effects on the maintenance of the mature skeleton and prevention of
bone loss. To place the significance of the evidence we will cover later in the
appropriate perspective, we will first discuss important distinctions between
growing and nongrowing skeleton vis-a-vis estrogen action.

Gender is a major determinant of the size and shape of the skeleton,
reflecting the need of the female pelvis to accommodate gestation and delivery of
the offspring. Sexual skeletal dimorphism is most likely determined by genetic
programs, which have yet to be elucidated. Nonetheless, estrogens or androgens
may contribute to such dimorphism by actions exerted during fetal development
(Couse and Korach, 1999). Evidence that short-term exposure to exogenous
estrogen during fetal life affects bone growth and development in postnatal life
suggests the existence of an imprinting mechanism that acts on bone cell
programming early in skeletal development (Migliaccio et al., 1996). Sexual
skeletal dimorphism is also influenced by the well-known effects of sex steroids
on the initiation of the pubertal growth spurt and the closure of the epiphyses at
the end of puberty (Frank, 2000; Parfitt, in press). The cellular and molecular
mechanisms responsible for these latter effects are also unknown. Linear skeletal
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growth is governed by the chondrocytes of the growth plate. Therefore, the
effects of sex steroids on pubertal growth and epiphysial closure result from
direct actions of these hormones on chondrocytes. Consistent with this conten-
tion, chondrocytes are direct targets for sex steroid action, as they express
classical receptors for estrogens and androgens. Thus, the target cells of the
effects of sex steroids on bone growth are different from the target cells of their
effects on the maintenance of the mature skeleton.

True bone mineral density (i.e., the amount of mineral per volume of bone
(gr/cm3)) does not appear to increase with size or age. The apparent changes in
areal bone mineral density, the popular measurement performed with dual-energy
x-ray absorptiometry (DEXA) – the so-called bone mineral density (BMD) that
is expressed in gr/cm2 – is a reflection of growth and an increase in size rather
than an increase in bone mineral per unit volume. Hence, the purported changes
of BMD during growth are predominantly due to changes on bone volume, not
to changes in true bone density. As we reviewed recently elsewhere (Manolagas
et al., in press), most of the 40- to 50-fold increase in bone mass from birth to
maturity is the result of growth. During growth, bone mass and density may
change in opposite directions. In contrast, in the mature skeleton, the change in
bone size with time is trivial and mass and density always change in the same
direction. Furthermore, the growing and nongrowing skeleton differ profoundly
in the spatial and temporal organization of bone cell function. These differences
were encapsulated several years ago by Frost in his definitions of modeling as a
more-or-less continuous process of bone redistribution and remodeling as a
relatively infrequent process of bone replacement (Frost, 1973; Parfitt, 1997).
Very importantly, the changes in cortical bone surface location due to modeling
can, in some bones, amount to more than 1 cm from birth to maturity or about
2 �m/day. By contrast, changes in cancellous bone surface location due to
remodeling are expansion of about 2 �m/year during growth (Parfitt et al., 2000)
and contraction of about 1 �m/year after age 50 (Parfitt, 2000). During cortical
bone growth, large numbers of new cells are needed over an extended area every
day for many years. In this situation, cell recruitment is not rate limiting and the
lifespan of an individual cell is relatively unimportant. But, during adult cancel-
lous bone remodeling, a 5-�m increase in the depth of a resorption cavity (about
10%), due to corresponding prolongation of osteoclast lifespan, or a 5-�m
decrease in the thickness of new bone deposited, due to corresponding shortening
of osteoblast lifespan, can have a large effect on the rate of bone loss, which in
a few years may determine whether or not a vertebral fracture occurs.

Unfortunately, lack of appreciation of these facts – and, even more seriously,
the incorrect use of BMD measurements by DEXA in growing children – has led
to the mistaken conclusion that genetic disorders of the estrogen receptor (ER) or
the aromatase gene (Smith et al., 1994; Carani et al., 1997; Bilezikian et al.,
1998) cause osteoporosis. Lack of estrogen action in the growing skeleton
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prolongs the duration of growth, leading to increases in height and in long bone
length (Simpson, 1998; Grumbach and Auchus, 1999). Hence, in contrast to
osteoporosis, the longer (eunochoid) bones of these individuals suggest that, if
anything, they accrued more bone than normal. Furthermore, the increased rate
of remodeling in these subjects is due to the fact that they did not reach skeletal
maturity. Indeed, increased rate of remodeling is physiologic and appropriate for
the rapid growth and sculpting of bones during puberty. On the other hand,
increased remodeling of the mature skeleton caused by loss of sex steroids – or,
for this matter, other conditions – is always pathologic and inappropriate.

II. Effects of Sex Steroids on Osteoclastogenesis:
The IL-6 Paradigm Shift

Classical receptors for estrogens (ER� and ER�) or androgens (AR) are
present in chondrocytes, bone marrow stromal cells, osteoblasts, and osteoclasts
and their progenitors (Eriksen et al., 1988; Komm et al., 1988; Benz et al.,
1991a; Bellido et al., 1995; Couse and Korach, 1999), indicating that the effects
of sex steroids on bone are mediated, at least in part, directly. The level of
receptor expression in osteoblastic and osteoclastic cells is low (at least 10-fold),
compared to reproductive sites of sex steroid action. The distribution of these
receptors in bone cells does not vary by gender, as similar levels of ER and AR
have been found in bone cells from males and females (Benz et al., 1991a,b;
Braidman et al., 2000). However, in spite of the demonstration of receptors,
convincing evidence that estrogens or androgens modulate the biosynthetic
activity of osteoblasts and osteoclasts in a manner that can explain the well-
documented skeletal effects of estrogen loss in vivo remained elusive until the
critical role of the bone marrow in bone remodeling was appreciated about a
decade ago (Scheven et al., 1986; Kurihara et al., 1989).

Osteoclasts are derived from hematopoietic progenitors of the myeloid
lineage, colony-forming unit-granulocyte/macrophage (CFU-GM) and CFU-M.
Osteoblasts, as well as the hematopoiesis-supporting stromal cells and adipocytes
of the bone marrow, are derived from mesenchymal stem cells. More important,
the development of osteoclasts depends on a network of autocrine and paracrine
factors produced by stromal and osteoblastic cells. With this knowledge in hand,
we proposed the hypothesis that estrogens act to regulate the production of
osteoclastogenic cytokines by bone marrow stromal cells and osteoblasts (Mano-
lagas and Jilka, 1992).

Interleukin-6 (IL-6) is a paradigm of a cytokine important for osteoclasto-
genesis (Manolagas et al., 1996). IL-6 is a member of a family of structurally
related cytokines that use the gp130 signal transducer in their receptor complex.
Besides IL-6, the family includes IL-11, oncostatin M (OSM), leukemia inhib-
itory factor (LIF), and cardiotropin 1. Binding of IL-6 to its specific cell surface
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receptor (gp80) causes recruitment and dimerization of gp130, which is then
tyrosine phosphorylated by members of the JAK family of tyrosine kinases. This
event results in tyrosine phosphorylation of several downstream signaling mol-
ecules, including members of the signal transducers and activators of transcrip-
tion (STAT) family of transcription factors. Phosphorylated STATs, in turn,
undergo homo- and hetero-dimerization and translocate to the nucleus, where
they activate cytokine-responsive gene transcription. The gp80 subunit of the
IL-6 receptor also exists in a soluble form (sIL-6R) but, unlike most soluble
cytokine receptors, it functions as an agonist by binding to IL-6 and then
interacting with membrane-associated gp130 to stimulate JAK/STAT signaling.

We found that both estrogens and androgens suppress the production of IL-6
as well as the expression of the two subunits of the IL-6 receptor, IL-6R� and
gp130, in cells of the bone marrow stromal/osteoblastic lineage (Girasole et al.,
1992; Passeri et al., 1993; Manolagas et al., 1994; Bellido et al., 1995; Jilka et
al., 1995; Manolagas and Jilka, 1995; Lin et al., 1997; Manolagas, 1998). Similar
results were obtained subsequently by others in rats as well as in humans, in the
bone marrow and in the peripheral blood (Manolagas, 2000a; Scheidt-Nave et al.,
2001). Importantly, we and others showed that neutralization of IL-6 with
antibodies or knockout of the IL-6 gene in mice prevents the upregulation of
CFU-GM in the marrow, and the expected increase of osteoclast numbers in
trabecular bone sections; and also protects the loss of bone following loss of sex
steroids (Jilka et al., 1992; Poli et al., 1994; Bellido et al., 1995). In support of
the pathogenetic role of IL-6 in the bone loss caused by loss of sex steroids, IL-6
seems to play a similar role in several other conditions associated with increased
bone resorption, as evidenced by increased local or systemic production of IL-6
and the IL-6 receptor in patients with multiple myeloma, Paget’ s disease,
rheumatoid arthritis, Gorham-Stout or disappearing bone disease, hyperthyroid-
ism, primary and secondary hyperparathyroidism, as well as McCune Albright
syndrome (Papanicolaou et al., 1998; Manolagas, 2000a). Nonetheless, IL-6 does
not seem to be required for osteoclastogenesis in vivo under normal physiologic
conditions. In fact, osteoclast formation is unaffected in sex steroid-replete mice
treated with a neutralizing anti-IL-6 antibody or in IL-6-deficient mice (Jilka et
al., 1992; Poli et al., 1994). This situation probably reflects the fact that the
expression of the gp80 subunit of the IL-6 receptor in bone is a limiting factor for
the effects of the cytokine.

At the molecular level, we determined that the suppressive effects of
estrogens or androgens on IL-6 production were mediated via the classical
receptors and resulted from an indirect effect of the receptor protein on the
transcriptional activity on the proximal 225-bp sequence of the human IL-6 gene
promoter (Pottratz et al., 1994; Bellido et al., 1995). Moreover, whereas both
androgens and estrogens could inhibit IL-6 transcription, their effects were
strictly dependent on the expression of their respective receptor and could not be
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due to actions of androgens mediated by the ER, or vice versa (Figure 1). In
support of these findings, others established that suppression of IL-6 production
by estrogen, or selective estrogen receptor modulators (SERMs) such as ralox-
ifene, is due to protein-protein interaction between the ER and transcription
factors such as nuclear factor kappa beta (NF-��) and CCAAT/enhancer binding
protein (C/EBP) (McDonnell and Norris, 1997).

We also found that receptors for IL-6-type cytokines are expressed by
stromal/osteoblastic cells and that binding of the ligands to these receptors
induces progression toward a more-mature osteoblast phenotype (Bellido et al.,
1996,1997; Taguchi et al., 1998) and upregulation of the gp130 promoter
(O’Brien and Manolagas, 1997). As in other cell types, the actions of IL-6-type
cytokines on osteoblastic cells involve activation of both the JAK/STAT and the
mitogen-activated protein kinase (MAP-K) pathway (Bellido et al., 1997) and
probably are mediated by the cyclin-dependent kinase (CDK) inhibitor
p21WAF1,CIP1,SD11 – a downstream effector of gp130/Stat3 activation (Bellido et
al., 1998).

The paradigm of IL-6 as a target gene for sex steroid action in bone – and,
in particular, the suppressive effects of these hormones on osteoclastogenesis –

FIG. 1. Sex-specific inhibition of interleukin-6 (IL-6) transcription by estrogens or androgens.
Hela cells transiently transfected with either estrogen receptor-alpha (ER�) or androgen receptor
(AR) and a proximal 225-bp sequence of the human IL-6 gene promoter driving the expression of
chloramphenicol acetyl transferase (CAT). Cells were maintained for 24 hours in medium without or
with tetradecanoyl phorbol acetate (TPA) in the presence or absence of estrogen (E2), testosterone
(T), or dihydrotestosterone (DHT). Cells were extracted and the CAT products visualized after
thin-layer chromatography. [Adapted with permission from Pottratz ST, Bellido T, Mocharla H,
Crabb D, Manolagas SC 1994 17�-estradiol inhibits expression of human interleukin-6 promoter-
reporter constructs by a receptor-dependent mechanism. J Clin Invest 93:944–950; and Bellido T,
Jilka RL, Boyce BF, Girasole G, Broxmeyer H, Dalrymple SA, Murray R, Manolagas SC 1995
Regulation of interleukin-6, osteoclastogenesis and bone mass by androgens: the role of the androgen
receptor. J Clin Invest 95:2886–2895.]
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has been since extended to include tumor necrosis factor (TNF) and macrophage-
colony-stimulating factor (M-CSF) (Srivastava et al., 1998,1999). In addition,
there has been evidence that estrogens stimulate the production of osteoprote-
gerin (OPG), a potent anti-osteoclastogenic factor. OPG acts as a decoy, blocking
the binding of the receptor activator of NF-�� (RANK), expressed in osteoclast
progenitors, to RANK-ligand (RANKL) which is expressed in committed pre-
osteoblastic cells (Hofbauer et al., 1999). The high-affinity binding of RANKL
to RANK is evidently essential and, together with M-CSF, sufficient for osteo-
clastogenesis. IL-6, IL-11, IL-1, and TNF as well as parathyroid hormone (PTH)
and 1,25-dihydroxyvitamin D3 seem to exert at least part of their osteoclasto-
genic effects by stimulating the expression of RANKL. PTH and 1,25-dihy-
droxyvitamin D3 also inhibit the production of OPG (Hofbauer et al., 2000). IL-6
and IL-11 may influence osteoclastogenesis by stimulating the self-renewal and
inhibiting the apoptosis of osteoclast progenitors (Girasole et al., 1994; Jilka,
1998). Estrogen loss also may increase the sensitivity of osteoclasts to IL-1 by
increasing the ratio of the IL-1RI over the IL-1 decoy receptor (IL-RII) (Sunyer
et al., 1999) or increasing the number of TNF-synthesizing lymphocytes (Cenci
et al., 2000). As in the case of IL-6, the effects of estrogen on TNF and M-CSF
are mediated via protein-protein interactions between the ER and other transcrip-
tion factors (Table I). Because of the interdependent nature of the production of
IL-1, IL-6, and TNF, a significant increase in one of them may amplify, in a
cascade fashion, the effect of the others (Jilka, 1998).

TABLE I
Estrogens Regulate Cytokines via Estrogen Response Element (ERE)-independent Mechanisms

Cytokine Mechanism of action

Interleukin (IL)-6 Interference with nuclear factor�B
binding to promoter

Tumor necrosis factor Interference with jun kinase, jun,
AP-1 actions on the promoter

IL-1RI/IL-1RII ?

Macrophage-colony-stimulating factor Interference with ckII, egr-1, and
Sp1 activity

Transforming growth factor� ?

Osteoprotegerin ?
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III. Effects of Sex Steroids on Osteoblastogenesis

Loss of sex steroids increases not only the resorption but also the formation
of bone. Based on evidence that increased bone resorption after loss of sex
steroids increases the number of osteoclast progenitors in the murine bone
marrow, we hypothesized that estrogen loss also stimulates osteoblastogenesis.
In support of this hypothesis, we found that, indeed, the number of osteoblast
progenitors, CFU-OB, was increased after ovariectomy, in parallel with an
increase in the circulating levels of the bone formation marker osteocalcin (Jilka
et al., 1998a). The temporal pattern of these changes was very similar to the
increase in osteoclastogenesis and the rate of bone loss. In a unique mouse model
of osteopenia due to defective osteoblastogenesis, we also found defective
osteoclastogenesis (Jilka et al., 1996). The osteoclastogenic defect was secondary
to impaired osteoblast formation, as evidenced by the fact that osteoclastogenesis
in ex vivo cultures of the bone marrow of these mice could be restored by addition
of osteoblastic cells from normal mice. Moreover, unlike control mice, ovariec-
tomy or orchidectomy in these mice failed to increase osteoclastogenesis. These
lines of evidence led us to the idea that stimulation of mesenchymal cell
differentiation towards the osteoblastic lineage following sex steroid loss may be
the first event that ensues following the hormonal change. Increased osteoclas-
togenesis and bone loss might be downstream consequences of this change. In
support of this contention, we found that the rate of remodeling and the expected
bone loss following gonadectomy were attenuated in the mice with the defective
osteoblastogenesis (Weinstein et al., 1997).

The defining property of stem cell progenitors in regenerating tissues is their
ability to self-renew (Loeffler and Potten, 1997). Indeed, such progenitors may
divide to produce two identical daughter cells (self-renewal with amplification),
or one identical daughter cell and one cell with more differentiated characteristics
(self-renewal without amplification), or two cells with a more differentiated
phenotype. The decision to self-renew or to differentiate may be stochastic or
may be governed by factors in the local microenvironment. Rapid increases in
executive cell production can thus be achieved by stimulating the self-renewal of
early transit amplifying progenitors. Based on this understanding and our earlier
results showing that loss of estrogens upregulates the production of CFU-OB, we
examined the mechanism by which estrogen may regulate CFU-OB production.
We found that most CFU-OB are dividing early transit amplifying cells and that
17�-estradiol suppresses their self-renewal via the � form of the estrogen
receptor (Di Gregiorio et al., 2001) (Figure 2). A similar inhibitory effect of
estrogens has been demonstrated in self-renewing progenitors that give rise to
cells of the inner root sheath and the mature hair fiber (Chanda et al., 2000).
Although not shown directly, it is very likely that a similar mechanism might be
operating in the actions of estrogen on the closure of the growth plate at the end
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of puberty, as estrogens have been shown to inhibit prehypertrophic chondroblast
proliferation (Tajima et al., 1998). Unpublished studies of ours show that the
inhibitory effect of estrogen on CFU-OB self-renewal may be critical for their
bone-protective effects. Thus, the mouse model of osteopenia displays blunted
osteoblastogenic and osteoclastogenic response, blunted bone loss following loss
of estrogens, as well as low CFU-OB self-renewal, compared to control mice
(DiGregorio-Taguchi et al., 2001).

Attenuation of CFU-OB self-renewal and osteoclastogenic cytokine produc-
tion by estrogens, together with the evidence for the molecular dependency of
osteoclastogenesis on mesenchymal cell differentiation (through RANK/RANKL

FIG. 2. Attenuation of early mesenchymal osteoblast progenitor (CFU-OB) self-renewal by
estrogens via ER�. Mesenchymal stem cells (A) with high self-renewal capacity (solid arrow) give
rise to early-transit amplifying osteoblast progenitors (B) with limited self-renewal capacity (dashed
arrow). The latter differentiate into late-transit amplifying progenitors lacking self-renewal capability
(C). Subsequently, late-transit amplifying cells develop into committed osteoblast progenitors (D)
that eventually give rise to fully differentiated osteoblasts (E). Estrogens (E2) suppress the self-
renewal of the early-transit amplifying progenitors. [Adapted with permission from Di Gregorio GB,
Yamamoto M, Ali AA, Abe E, Roberson P, Manolagas SC, Jilka RL 2001 Attenuation of the
self-renewal of transit-amplifying osteoblast progenitors in the murine bone marrow by 17�-estradiol.
J Clin Invest 107:803–812.]
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interaction), provides a strong mechanistic basis for explaining the antiremodel-
ing properties of these hormones. Moreover, in view of the fact that both
osteoblasts and the stromal/osteoblastic cells that are required for osteoclast
development are derived from CFU-OB, suppression of the self-renewal of this
common progenitor may, in fact, represent the key mechanism of the antiremod-
eling effects of estrogens.

IV. Effects of Sex Steroids on Osteoblast and Osteocyte Apoptosis

Increased remodeling, resulting from upregulation of osteoblastogenesis and
osteoclastogenesis, alone can cause a transient loss of bone because, during
remodeling-based regeneration, resorption always precedes (and is faster) than
bone formation, creating a temporary deficit, otherwise referred to as expanded
remodeling space. However, whereas turnover depends on the number of cycles
of remodeling, in the long-term, bone mass depends on the focal balance between
formation and resorption within each cycle.

Following loss of sex steroids, osteoclasts erode deeper than normal cavities,
leading to the removal of entire cancellous elements and loss of connection
between the remaining ones (Parfitt et al., 1996; Eriksen et al., 1999). This
phenomenon is most likely due to the removal of pro-apoptotic effects of
estrogens on osteoclasts (Hughes et al., 1996). Based on our studies indicating
that the majority of osteoblasts die by apoptosis (Jilka et al., 1998b), we have
turned our attention to the effects of estrogens as well as androgens on osteoblast
and osteocyte apoptosis.

We have found that ovariectomy or orchidectomy causes a dramatic increase
in the prevalence of osteoblast and osteocyte apoptosis in mice. Addition of
estrogens or androgens suppresses osteoblast and osteocyte apoptosis induced by
a variety of pro-apoptotic stimuli in vitro (Kousteni et al., 2001) (Figure 3). We
undertook an extensive effort to investigate the molecular mechanism of these
anti-apoptotic effects, using primary cultures of murine osteoblastic cells as well
as an osteocytic cell line, mouse embryonic fibroblasts, and HeLa cells. We
determined that both estrogens and androgens increase the phosphorylation of
extracellular signal-regulated kinases (ERKs) in osteoblasts and osteocytes, with
a peak at 5 minutes and return to baseline by 15 minutes (Kousteni et al., 2001).
ERKs are one of the three subfamilies of MAPK. The other two subfamilies are
the jun N-terminal kinases (JNKs), also called stress-activated protein kinases
(SAPK), and the p38 kinases. MAPKs are serine/threonine kinases that transduce
chemical and physical signals from the cell surface to the nucleus, thereby
controlling proliferation, differentiation, and survival (Chang and Karin, 2001).
The transduction of the signal from the cell surface to the MAPKs begins with
phosphorylation and recruitment of accessory proteins such as Ras, son of
sevenless (SOS), Src, or Shc (Figure 4). This event is followed by a three-step
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cascade leading to MAPK activation by two intermediate kinases: a MAPK
kinase (e.g., MAPKK, MKK, or MEK) and a MAPKK kinase or MEK kinase
(e.g., MAPKKK or MEKK). Activation of ERKs has been associated with cell
survival in a variety of cell types and can result in phosphorylation – and thereby
inactivation – of the pro-apoptotic protein Bad, a member of the Bcl-2 family of
proteins that controls release of caspase-activating factors from the mitochondria.
Pro-apoptotic members of this family form heterodimers with anti-apoptotic
members like Bcl-2 and Bcl-XL (Chao and Korsmeyer, 1998). Phosphorylation
and inactivation of Bad frees Bcl-2 to form homodimers that prevent the release
of caspase activators.

We have found that ERK activation and the protective effect of sex steroids
on apoptosis can be blocked by specific inhibitors of Src and MEKK. Moreover,
the effects of sex steroids on ERK activation and anti-apoptosis are mediated via
the classical ERs (ER� or ER�) or the androgen receptor (AR) and require the
activation of a Src/Shc/ERK signaling cascade. This effect is absent in cells
deficient in Src or in cells overexpressing a kinase-deficient Src mutant. Further,
the anti-apoptotic effect of either class of sex steroids can be abrogated with Src
mutants lacking the SH2 and SH3 domains or with Shc mutants in which the
primary sites of phosphorylation by Src kinases are substituted by alanine.

FIG. 3. Control of osteoblast and osteocyte apoptosis by sex steroids in vivo. Prevalence of
osteoblast and osteocyte apoptosis in cancellous bone of mice at 4 and 3 weeks after ovariectomy or
orchidectomy, respectively. Bars are means � SD of four to five animals per group. *p � 0.05 vs.
sham by Student’ s t-test. [Adapted from Cell 104, Kousteni S, Bellido T, Plotkin LI, O’Brien CA,
Bodenner DL, Han L, Han K, Di Gregorio GB, Katzenellenbogen JA, Katzenellenbogen BS,
Roberson PK, Weinstein RS, Jilka RL, Manolagas SC, Non-genotropic, sex non-specific signaling
through the estrogen or androgen receptors: dissociation from transcriptional activity, 719–730,
Copyright 2001, with permission from Elsevier Science.]
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FIG. 4. Paradigms of genotropic and nongenotropic actions of the ER. Cartoon A depicts the protein-DNA interaction of the ER in the case of the
transcriptional regulation of an ERE-containing gene (e.g., lactoferrin). Cartoon B depicts the protein-protein interaction responsible for the transcriptional
regulation of a gene that does not contain an ERE (e.g., IL-6). Cartoon C depicts a nongenotropic action involving the interaction of a membrane-associated
form of the ER with the Src/Shc/ERK signaling pathway. Although in this third model, the ligand-activated receptor protein is depicted as a monomer, it
may well be that, in fact, the membrane-associated receptor, as it is the case with the one localized in the nucleus, interacts with components of the signal
transduction pathway as a dimer. [Reprinted with permission from Manolagas SC, Kousteni S 2001 Perspective: nonreproductive sites of action of
reproductive hormones. Endocrinology 142:2200–2204. Copyright The Endocrine Society.]
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Using the ER� as a paradigm, we also found that activation of the Src/Shc/
ERK pathway by estrogens or androgens is nongenotropic and mediated via a
region of the classical ER that is distinct from the one responsible for the
genotropic actions of the ligand-activated protein (Kousteni et al., 2001). Indeed,
this effect requires only the ligand-binding domain. Furthermore, targeting this
domain to the plasma membrane reproduces fully the ERK-mediated anti-
apoptotic function of the full-length ER�. In contrast, targeting this domain
exclusively to the cell nucleus results in complete loss of its anti-apoptotic
activity. The Src kinase physically associates with the ER or AR proteins
(Migliaccio et al., 2000). As in the case of the Src/Shc/ERK pathway, estrogens
can activate the PI3 kinase (PI3K). Activation of PI3K results from direct
interaction of the ER with the p85 regulatory subunit of the PI3K and is
independent of the transcriptional activity of the receptor (Simoncini et al.,
2000).

Several members of the MAPK signaling pathway, including Src, Shc and
ERKs, are clustered in caveolae – specialized membrane invaginations that are
enriched in the scaffolding protein caveolin-1 and compartmentalize signal transduc-
tion (Okamoto et al., 1998). Caveolae are found in a variety of cell types, including
neuronal, endothelial, and osteoblastic cells (Toran-Allerand et al., 1999; Solomon et
al., 2000). ER� co-immunoprecipitates with caveolin-1 (Schlegel et al., 1999).
Furthermore, a subpopulation of ER� has been co-localized in caveolae with both
caveolin and endogenous nitric oxide synthase (eNOS) in human endothelial cells
(Chambliss et al., 2000). These lines of evidence, taken together with the finding that
the anti-apoptotic signal of the ligand-binding domain of the ER is preserved when
targeting this protein to the membrane but is lost when targeting it to the nucleus,
suggest strongly that nongenotropic activation of signaling pathways by sex steroids
is mediated via the classical receptors, or perhaps a shortened spliced variant that is
localized in the membrane and, in particular, within caveolae. In support of this
notion, both ER� and ER� can be detected in the cell membrane. The membrane
receptors appear to be derived from the same transcripts as the nuclear ones (Razandi
et al., 1999). A membrane-impermeable form of estrogen rapidly activates the p38
MAPK and protects endothelial cells from hypoxia-induced apoptosis (Razandi et
al., 1999,2000). Membrane-impermeable forms of estrogen or testosterone activate
ERKs in osteoblasts and osteocytes and protect them from apoptosis (Manolagas,
2000a).

In contrast to reproductive tissues where development, growth, maintenance,
and function depend on estrogens in females and androgens in males, in
nonreproductive tissues like bone and the cardiovascular and central nervous
systems, this specificity is greatly relaxed (Manolagas and Kousteni, 2001). For
example, closure of the epiphyses of long bones is estrogen dependent in both
sexes (Grumbach and Auchus, 1999; Frank, 2000). On the other hand, estrogens
or nonaromatizable androgens prevent osteoblast and promote osteoclast apop-
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tosis or activate eNOS in endothelial cells in vitro, irrespective of the gender of
the cell donor (Chen et al., 2001) (P. Shaul, personal communication). Further-
more, estrogens restore bone mass in males with aromatase deficiency (Bilez-
ikian et al., 1998), while nonaromatizable androgens can protect the female
skeleton against the adverse effects of estrogen deficiency (Tobias et al., 1994;
Coxam et al., 1996). Some of these paradoxical effects may be explained by the
fact that the distribution of the receptors for sex steroids does not vary by gender.
In other words, similar levels of ER and AR have been found in bone,
endothelial, and neuronal cells from males and females. Hence, estrogens could
very well exert some of their effects in males through ERs residing in male cells
and vice versa for androgens.

We have determined that the nongenotropic Src/Shc/ERK-mediated anti-
apoptotic effect of estrogens or androgens on osteoblasts and osteocytes is
transmitted by the ER�, ER�, or the AR with similar efficiency, irrespective of
whether the ligand is an estrogen or an androgen (Kousteni et al., 2001).
Gender-independent signaling through the ERs or ARs may be operating in the
neuroprotective effects of estrogen in males and androgen in females (Roof and
Hall, 2000). A great deal more research will be required to establish the
significance of the phenomenon in vivo. But it is theoretically plausible that it
may provide an additional mechanistic basis for the relaxed gender specificity of
the effects described above (Gee and Katzenellenbogen, 2001; Kousteni et al.,
2001).

One of the most striking and unexpected results of the elucidation of the
nongenotropic regulation of kinases by the classical sex steroid receptors was the
discovery that ERK activation – and the resulting prevention of apoptosis – can
be dissociated from the transcriptional activity of the nuclear receptors with
synthetic ligands (Kousteni et al., 2001). Indeed, by comparing the effects of
various ligands on the transcription of the Complement 3 gene, which contains
an ERE in its promoter and is regulated by estrogen in a classical manner (or on
the transcriptional activation of an ERE-driven promoter or the IL-6 promoter),
with their anti-apoptotic effect on primary calvaria cells, we have demonstrated
that an estren, with no transcriptional activity, exhibits potent anti-apoptotic
efficacy. On the other hand, a pyrazole with potent transcriptional activity has
minimal anti-apoptotic efficacy. The relative anti-apoptotic potency of these two
compounds correlates with their ability to induce ERK phosphorylation.

Extension of the working life of the bone-resorbing cells and simultaneous
shortening of the working life of the bone-forming cells can explain the
imbalance between bone resorption and formation that ensues following loss of
sex steroids. In agreement with our findings, others have demonstrated an
increase in osteocyte apoptosis following loss of estrogen in rats as well as in
humans (Tomkinson et al., 1997,1998). The increase in osteocyte apoptosis
could further weaken the skeleton by impairment of the osteocyte-canalicular
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mechanosensory network. The increase in bone remodeling that occurs with
estrogen deficiency would partly replace some of the nonviable osteocytes in
cancellous bone. However, cortical apoptotic osteocytes might accumulate be-
cause of their anatomic isolation from scavenger cells and the need for extensive
degradation to small molecules to dispose of the osteocytes through the narrow
canaliculi. Hence, the accumulation of apoptotic osteocytes caused by loss of
estrogen could increase bone fragility even before significant loss of bone mass
because of the impaired detection of microdamage and repair of substandard
bone.

V. Pharmocotherapeutic Implications of the Anti-apoptotic Effects of
Sex Steroids: the ANGELS Concept

Besides the critical role of sex steroid-controlled osteoblast and osteocyte
apoptosis for the pathogenesis of osteoporosis caused by loss of sex steroids,
several additional studies from our group have demonstrated that osteoblast and
osteocyte apoptosis are key pathogenetic mechanisms in other forms of osteo-
porosis. Moreover, control of osteoblast and osteocyte apoptosis may explain the
antiosteoporotic efficacy of the most commonly used drugs.

Specifically, we have found that in rodents as well as in humans increased
apoptosis of osteoblast and osteocytes is a key pathogenetic mechanism of the
adverse effects of glucocorticoid excess on bone (Weinstein et al., 1998;
Manolagas and Weinstein, 1999). Osteocyte apoptosis also might be the cause of
the so-called osteonecrosis of the hip (Weinstein et al., 2000). Moreover,
osteocyte apoptosis might explain the results of a large epidemiological study
showing a rapid onset of fracture incidence following the initiation of glucocor-
ticosteroid treatment and, most unexpectedly, a rapid offset of the incidence of
fractures following discontinuation of steroid treatment (Manolagas, 2000b).

It has long been known that intermittent administration of PTH exerts an
anabolic effect on the skeleton, which is opposite from the better-known
catabolic effect of chronic elevation of PTH in primary hyperparathyroidism. To
address the mechanism of this anabolic effect, we examined the effect of daily
PTH injections in mice over a 1-month period (Jilka et al., 1999). We found a
dramatic increase in the number of osteoblasts, bone formation rate, and BMD.
All these changes could be accounted for by a dramatic decrease in the
prevalence of osteoblast apoptosis, not by increasing the generation of new
osteoblasts or the proliferation of existing ones. Importantly, in other species,
including humans, the increased bone formation caused by daily PTH injections
is also associated with increased osteoblast numbers without change in osteoblast
proliferation. The only other agent known to increase bone mass by rebuilding
bone, prostaglandin E, also increases the lifespan of mature osteoblasts by
reducing the prevalence of their apoptosis (Machwate et al., 1998). Our findings
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provided for the first time proof of principle of the concept that increased work
performed by a cell population by suppressing apoptosis can augment bone mass.
They also offered a rational explanation for the efficacy of daily PTH injections
in various forms of osteoporosis, including the one induced by glucorticoid
excess (Manolagas et al., 1998).

All currently approved drugs for the prevention and treatment of osteopo-
rosis – estrogens, bisphosphonates, the SERM raloxifene (McDonnell, 1999),
and calcitonin – are “anti-resorptive” agents. The first two stimulate osteoclast
apoptosis. Through their pro-apoptotic mechanism of action alone (as in the case
of bisphosphonates) or together with the ability to decrease the development of
osteoclast progenitors (estrogens and SERMS) or the recruitment and function of
osteoclasts (calcitonin), all these agents slow the rate of bone remodeling
(Manolagas, 2000a). In most instances, this is sufficient for preventing or slowing
the rate of bone loss that is due to the decrease of estrogens after the menopause.

We have demonstrated that like sex steroids, bisphosphonates and calcitonin
attenuate osteoblast and osteocyte apoptosis in vitro and in vivo (Plotkin et al.,
1999). In the case of bisphosphonates, attenuation of apoptosis is mediated via
ERK activation. The anti-apoptotic effect of these two drugs on osteocyte
apoptosis provides a potential explanation for their disproportional effects on
BMD and antifracture efficacy. Hence, estrogens, PTH, and bisphosphonates
exert their anti-apoptotic effects on osteoblasts/osteocytes by stimulating signal-
ing pathways at sites upstream from the common executioners of the apoptosis
program (Figure 5). As discussed above, the effect of estrogens (and androgens
for this matter) is mediated by a novel paradigm of sex steroid action that requires
only the ligand-binding domain of the receptor, extranuclear localization of the
protein, and sex nonspecificity (Kousteni et al., 2001). Importantly, the effect of
bisphosphonates is exerted via connexin43 hemichannels – a novel gap junction
– independent action of connexin (Plotkin et al., 2001). PTH, on the other hand,
inhibits apoptosis via cyclic AMP (cAMP)-dependent activation of several
survival pathways mediated by protein kinase A (Bellido et al., 2001). Taken
together, these discoveries and the demonstration of the principle that increased
work output of a cell population by suppressing apoptosis can augment tissue
mass, are pointing to an entirely new approach for the treatment of osteoporosis:
one that could lead to cure rather than prevention or slowing of the disease
process. The results of a recent clinical trial with daily injections of PTH for 18
months support strongly this contention by showing that the anabolic property of
PTH restores BMD in the normal range and prevents bone fractures to levels
much greater than those seen with antiresorptive agents (Neer et al., 2001).

In the United States, fewer than 7% of estrogen-deficient women with
osteoporosis are receiving therapy. Of those who receive therapy, only 30% stay
on it long enough to enjoy its benefits during their late 60s and 70s when the
incidence of the most serious bone fractures (e.g., hip) reaches its zenith
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(Salamone et al., 1996; Centers for Disease Control and Prevention, 1999).
Consequently, the optimal therapeutic modality for osteoporosis, especially in
patients who have already suffered significant bone loss, is obviously an anabolic
agent that can restore bone mass by rebuilding bone within a short period of time.
Bisphosphonates, and to a lesser extent estrogens, cause a small increase in
apparent BMD, owing to the contraction of the remodeling space (i.e., the
temporary deficit of bone created by the fact that in each site undergoing a cycle
of remodeling, resorption precedes formation by several weeks).

FIG. 5. Survival signaling by PTH, sex steroids, and bisphosphonates. The G protein-
coupled receptor for PTH (PTHR1), the membrane-associated ERs or ARs depicted in physical
contact with the phosphatidyl inositol 3 kinase (PI3K) and the Src kinase, and the connexin43
(Cx43) hemichannels can all trigger anti-apoptotic signals. The principal downstream kinases of
these signaling pathways – protein kinase A, Akt, and ERKs – phosphorylate and inactivate the
pro-apoptotic Bad and/or activate transcription of genes that suppress apoptosis through effects
on trancription factors, such as Elk-1 and CREB. [Reprinted with permission from Manolagas SC
2001 Manipulating programmed cell death for better living! Science’ s STKE http://www.stke.
org/cgi/content/full/OC_sigtrans;2001/87/pe1. Copyright The American Association for the
Advancement of Science.]
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Since daily PTH administration or prostaglandins increase bone mass by
preventing osteoblast apoptosis without slowing remodeling, we have reasoned
that ER ligands with anti-apoptotic but not antiresorptive/antiremodeling prop-
erties will expand the pool of mature osteoblasts at sites of new bone formation
and allow these cells more time to make bone, to a much greater degree than the
antiresorptive agents that also slow remodeling (Manolagas, 2000a). Based on
our findings that the nongenotropic activity of the ER can be dissociated from its
transcriptional activity with synthetic ligands (Kousteni et al., 2001), we have
coined the acronym ANGELS for ER ligands that function as “activators of
nongenotropic estrogen-like signaling.” These ligands lack, completely or par-
tially, the ability to induce the transcriptional activity of the ER. Several reasons
made us suspect that this class of compounds may be a more rational and
advantageous approach to the classical hormone replacement therapy or even
SERMS, during postreproductive life. First, nonreproductive tissues express
lower levels of receptors, compared to reproductive tissues (10- to 50-fold),
which may be sufficient for accommodating nongenotropic actions of sex
steroids but is insufficient for genotropic actions (Manolagas and Kousteni,
2001). Second, nonreproductive tissues exhibit a lack of variation of the levels of
the ERs or ARs in cells from males versus females, which may account, at least
in part, for the relaxed gender specificity in the responsiveness of females and
males to estrogens or androgens. Hence, nonreproductive tissues might be ideal
targets for gender-neutral ligands. Third, and most important, unlike reproductive
tissues in which the majority of estrogenic effects are mediated via transcrip-
tional activation, in nonreproductive tissues, the predominant mechanism of ER
action is seemingly nongenotropic. In support of these ideas, we have now
obtained evidence that synthetic ligands with potent anti-apoptotic but no
genotropic activity increase BMD and bone strength significantly more than
estrogens, in estrogen-deficient mice, without affecting the breast or the uterus.
Future studies will, of course, be required to establish the validity of the
ANGELS concept on nonreproductive tissues other than bone. But, if nongeno-
tropic effects of estrogen are as important in other nonreproductive tissues as the
evidence suggests, we are optimistic that ANGELS may also retain at least some
of the beneficial effects of estrogens on the vasomotor, cardiovascular system,
and CNS.

ACKNOWLEDGMENTS

The authors wish to thank their colleagues Drs. A. Michael Parfitt, Robert S. Weinstein, Teresita
Bellido, and Charles A. O’Brien for discussions and research contributions leading to the ideas and
concepts described in this article; and Michelle Douglas for her assistance in preparing this
manuscript. They also recognize the National Institutes of Health (P01-AG13918, R01 AR46823), the
Department of Veterans Affairs (VA Merit Reviews and a Research Enhancement Award Program),
and the 1999 Allied Signal Award for Research on Aging, for supporting their research.

403SEX STEROIDS AND BONE



REFERENCES

Albright F, Reisfenstein EC 1948 Parathyroid Glands and Metabolic Bone Disease. Baltimore:
Williams & Wilkins; 1–311

Bellido T, Jilka RL, Boyce BF, Girasole G, Broxmeyer H, Dalrymple SA, Murray R, Manolagas
SC1995 Regulation of interleukin-6, osteoclastogenesis and bone mass by androgens: the role
of the androgen receptor. J Clin Invest 95:2886–2895

Bellido T, Stahl N, Farruggella TJ, Borba V, Yancopoulos GD, Manolagas SC1996 Detection
of receptors for interleukin-6, interleukin-11, leukemia inhibitory factor, oncostatin M, and
ciliary neurotrophic factor in bone marrow stromal/osteoblastic cells. J Clin Invest 97:431–
437

Bellido T, Borba VZ, Roberson P, Manolagas SC1997 Activation of the Janus kinase/STAT
(signal transducer and activator of transcription) signal transduction pathway by interleukin-
6-type cytokines promotes osteoblast differentiation. Endocrinology 138:3666–3676

Bellido T, O’Brien CA, Roberson PK, Manolagas SC1998 Transcriptional activation of the
p21WAF1,CIP1,SDII gene by interleukin-6 type cytokines – a prerequisite for their pro-
differentiating and anti-apoptotic effects on human osteoblastic cells. J Biol Chem
273:21137–21144

Bellido T, Plotkin LI, Davis J, Manolagas SC, Jilka RL 2001 Protein kinase A-dependent
phosphorylation and inactivation of the pro-apoptotic protein Bad mediates the anit-apoptotic
effect of PTH on osteoblastic cells. J Bone Miner Res 16:S203 (Abstract)

Benz DJ, Haussler MR, Komm BS1991a Estrogen binding and estrogenic responses in normal
human osteoblast-like cells. J Bone Miner Res 6:531–541

Benz DJ, Haussler MR, Thomas MA, Speelman B, Komm BS1991b High-affinity androgen
binding and androgenic regulation of �1(I)-procollagen and transforming growth factor-�
steady state messenger ribonucleic acid levels in human osteoblast-like osteosarcoma cells.
Endocrinology 128:2723–2730

Bilezikian JP, Morishima A, Bell J, Grumbach MM 1998 Increased bone mass as a result of
estrogen therapy in a man with aromatase deficiency. N Engl J Med 339:599–603

Braidman I, Baris C, Wood L, Selby P, Adams J, Freemont A, Hoyland J2000 Preliminary
evidence for impaired estrogen receptor-alpha protein expression in osteoblasts and osteo-
cytes from men with idiopathic osteoporosis. Bone 26:423–427

Carani C, Qin K, Simoni M, Faustini-Fustini M, Serpente S, Boyd J, Korach KS, Simpson ER
1997 Effect of testosterone and estradiol in a man with aromatase deficiency. N Engl J Med
337:91–95

Cenci S, Weitzmann MN, Roggia C, Namba N, Novack D, Woodring J, Pacifici R2000 Estrogen
deficiency induces bone loss by enhancing T-cell production of TNF-alpha. J Clin Invest
106:1229–1237

Centers for Disease Control and Prevention1999 Osteoporosis among estrogen-deficient women
– United States, 1988–1994. JAMA 281:224–226

Chambliss KL, Yuhanna IS, Mineo C, Liu P, German Z, Sherman TS, Mendelsohn ME,
Anderson RG, Shaul PW2000 Estrogen receptor alpha and endothelial nitric oxide synthase
are organized into a functional signaling module in caveolae. Circulat Res 87:E44–E52

Chanda S, Robinette CL, Couse JF, Smart RC2000 17beta-estradiol and ICI-182780 regulate the
hair follicle cycle in mice through an estrogen receptor-alpha pathway. Am J Physiol
Endocrinol Metab 278:E202–E210

Chang L, Karin M 2001 Mammalian MAP kinase signalling cascades. Nature 410:37–40
Chao DT, Korsmeyer SJ 1998 BCL-2 family: regulators of cell death. Annu Rev Immunol

16:395–419

404 S.C. MANOLAGAS ET AL.



Chen JR, Kousteni S, Bellido T, Han L, DiGregorio GB, Jilka RL, Manolagas SC 2001
Gender-independent induction of murine osteoclast apoptosis in vitro by either estrogens or
non-aromatizable androgens. J Bone Miner Res 16:S159 (Abstract)

Couse JF, Korach KS 1999 Estrogen receptor null mice: what have we learned and where will they
lead us? Endocr Rev 20:358–417

Coxam V, Bowman BM, Mecham M, Roth CM, Miller MA, Miller SC 1996 Effects of
dihydrotestosterone alone and combined with estrogen on bone mineral density, bone growth,
and formation rates in ovariectomized rats. Bone 19:107–114

Di Gregorio GB, Yamamoto M, Ali AA, Abe E, Roberson P, Manolagas SC, Jilka RL 2001
Attenuation of the self-renewal of transit-amplifying osteoblast progenitors in the murine
bone marrow by 17�-estradiol. J Clin Invest 107:803–812

Di Gregorio-Taguchi GB, Gubrij I, Smith C, Parfitt AM, Manolagas SC, Jilka RL 2001 The
transit amplifying mesenchymal progenitor cell compartment, not the stem cell compartment,
is the principal site of control of osteoblast production in normal and pathologic bone
remodeling. J Bone Miner Res 15:S376

Eriksen EF, Colvard DS, Berg NJ, Graham ML, Mann KG, Spelsberg TC, Riggs BL 1988
Evidence of estrogen receptors in normal human osteoblast-like cells. Science 241:84–86

Eriksen EF, Langdahl B, Vesterby A, Rungby J, Kassem M 1999 Hormone replacement therapy
prevents osteoclastic hyperactivity: a histomorphometric study in early postmenopausal
women. J Bone Miner Res 14:1217–1221

Frank GR 2000 Growth and estrogen. Growth Genet Horm 16:1–5
Frost HM 1973 Bone Remodeling and Its Relationship to Metabolic Bone Disease. Springfield, MA:

Charles C Thomas
Gee AC, Katzenellenbogen JA 2001 Probing conformational changes in the estrogen receptor:

evidence for a partially unfolded intermediate facilitating ligand binding and release. Mol
Endocrinol 15:421–428

Girasole G, Jilka RL, Passeri G, Boswell S, Boder G, Williams DC, Manolagas SC 1992
17�-estradiol inhibits interleukin-6 production by bone marrow-derived stromal cells and
osteoblasts in-vitro: a potential mechanism for the antiosteoporotic effect of estrogens. J Clin
Invest 89:883–891

Girasole G, Passeri G, Jilka RL, Manolagas SC 1994 Interleukin-11: a new cytokine critical for
osteoclast development. J Clin Invest 93:1516–1524

Grumbach MM, Auchus RJ 1999 Estrogen: consequences and implications of human mutations in
synthesis and action. J Clin Endocrinol Metab 84:4677–4694

Hofbauer LC, Khosla S, Dunstan CR, Lacey DL, Spelsberg TC, Riggs BL 1999 Estrogen
stimulates gene expression and protein production of osteoprotegerin in human osteoblastic
cells. Endocrinology 140:4367–4370

Hofbauer LC, Khosla S, Dunstan CR, Lacey DL, Boyle WJ, Riggs BL 2000 The roles of
osteoprotegerin and osteoprotegerin ligand in the paracrine regulation of bone resorption.
J Bone Miner Res 15:2–12

Hughes DE, Dai A, Tiffee JC, Li HH, Mundy GR, Boyce BF 1996 Estrogen promotes apoptosis
of murine osteoclasts mediated by TGF-�. Nature Med 2:1132–1136

Jilka RL 1998 Cytokines, bone remodeling, and estrogen deficiency: a 1998 update. Bone 23:75–81
Jilka RL, Hangoc G, Girasole G, Passeri G, Williams DC, Abrams JS, Boyce B, Broxmeyer H,

Manolagas SC 1992 Increased osteoclast development after estrogen loss: mediation by
interleukin-6. Science 257:88–91

Jilka RL, Passeri G, Girasole G, Cooper S, Abrams J, Broxmeyer H, Manolagas SC 1995
Estrogen loss upregulates hematopoiesis in the mouse: a mediating role of interleukin-6. Exp
Hematol 23:500–506

405SEX STEROIDS AND BONE



Jilka RL, Weinstein RS, Takahashi K, Parfitt AM, Manolagas SC 1996 Linkage of decreased
bone mass with impaired osteoblastogenesis in a murine model of accelerated senescence.
J Clin Invest 97:1732–1740

Jilka RL, Takahashi K, Munshi M, Williams DC, Roberson PK, Manolagas SC 1998a Loss of
estrogen upregulates osteoblastogenesis in the murine bone marrow: evidence for autonomy
from factors released during bone resorption. J Clin Invest 101:1942–1950

Jilka RL, Weinstein RS, Bellido T, Parfitt AM, Manolagas SC 1998b Osteoblast programmed cell
death (apoptosis): modulation by growth factors and cytokines. J Bone Miner Res 13:793–802

Jilka RL, Weinstein RS, Bellido T, Roberson P, Parfitt AM, Manolagas SC 1999 Increased bone
formation by prevention of osteoblast apoptosis with parathyroid hormone. J Clin Invest
104:439–446

Komm BS, Terpening CM, Benz DJ, Graeme KA, Gallegos A, Korc M, Greene GL, O’Malley
BW, Haussler MR 1988 Estrogen binding, receptor mRNA, and biologic response in
osteoblast-like osteosarcoma cells. Science 241:81–84

Kousteni S, Bellido T, Plotkin LI, O’Brien CA, Bodenner DL, Han L, Han K, DiGregorio GB,
Katzenellenbogen JA, Katzenellenbogen BS, Roberson PK, Weinstein RS, Jilka RL,
Manolagas SC 2001 Non-genotropic, sex non-specific signaling through the estrogen or
androgen receptors: dissociation from transcriptional activity. Cell 104:719–730

Kurihara N, Suda T, Miura Y, Nakauchi H, Kodama H, Hiura K, Hakeda Y, Kumegawa M
1989 Generation of osteoclasts from isolated hematopoietic progenitor cells. Blood 74:1295–
1302

Lin SC, Yamate T, Taguchi Y, Borba VZ, Girasole G, O’Brien CA, Bellido T, Abe E,
Manolagas SC 1997 Regulation of the gp80 and gp130 subunits of the IL-6 receptor by sex
steroids in the murine bone marrow. J Clin Invest 100:1980–1990

Loeffler M, Potten CS 1997 Stem cells and cellular pedigrees – a conceptual introduction. In: Potten
CS, ed. Stem Cells. San Diego: Academic Press; 1–27

Machwate M, Rodan GA, Harada S 1998 Putative mechanism for PGE2 anabolic effects:
indomethacin administered in vivo induces apoptosis in alkaline positive bone marrow cells.
Bone 23:S347

Manolagas SC 1998 The role of IL-6 type cytokines and their receptors in bone. Ann NY Acad Sci
840:194–204

Manolagas SC 1999 Cell number versus cell vigor – what really matters to a regenerating skeleton?
Endocrinology 140:4377–4381

Manolagas SC 2000a Birth and death of bone cells: basic regulatory mechanisms and implications
for the pathogenesis and treatment of osteoporosis. Endocr Rev 21:115–137

Manolagas SC 2000b Corticosteroids and fractures: a close encounter of the third cell kind. J Bone
Miner Res 15:1001–1005

Manolagas SC 2001 Manipulating programmed cell death for better living! Science’s STKE
http://www.stke.org/cgi/content/full/OC_sigtrans;2001/87/pe1

Manolagas SC, Jilka RL 1992 Cytokines, hematopoiesis, osteoclastogenesis, and estrogens. Calcif
Tissue Int 50:199–202

Manolagas SC, Jilka RL 1995 Mechanisms of disease: bone marrow, cytokines, and bone
remodeling – emerging insights into the pathophysiology of osteoporosis. N Engl J Med
332:305–311

Manolagas SC, Kousteni S 2001 Perspective: nonreproductive sites of action of reproductive
hormones. Endocrinology 142:2200–2204

Manolagas SC, Weinstein RS 1999 New developments in the pathogenesis and treatment of
steroid-induced osteoporosis. J Bone Miner Res 14:1061–1066

406 S.C. MANOLAGAS ET AL.



Manolagas SC, Jilka RL, Girasole G, Passeri G, Bellido T 1994 Estrogens, cytokines, and the
pathophysiology of osteoporosis. In: Kohler PO, ed. Current Opinion in Endocrinology and
Diabetes. Philadelphia: Current Science Ltd; 275–281

Manolagas SC, Jilka RL, Bellido T, O’Brien CA, Parfitt AM 1996 Interleukin-6-type cytokines
and their receptors. In: Bilezikian JP, Raisz LG, and Rodan GA, eds. Principles of Bone
Biology. San Diego: Academic Press; 701–713

Manolagas SC, Weinstein RS, Jilka RL, Parfitt AM 1998 Parathyroid hormone and corticosteroid-
induced osteoporosis [letter; comment]. Lancet 352:1940

Manolagas SC, Kousteni S, Bellido T 2002 Extranuclear functions of sex steroid receptors, kinases
and osteoporosis: leads from improved HRT. Trends Endocrinol Metab, in press

McDonnell DP 1999 The molecular pharmacology of SERMs. Trends Endocrinol Metab 10:301–311
McDonnell DP, Norris JD 1997 Analysis of the molecular pharmacology of estrogen receptor

agonists and antagonists provides insights into the mechanism of action of estrogen in bone.
Osteopor Intl 7(suppl 1):S29–S34

Migliaccio S, Newbold RR, Bullock BC, Jefferson WJ, Sutton FG Jr, McLachlan JA, Korach
KS 1996 Alterations of maternal estrogen levels during gestation affect the skeleton of female
offspring. Endocrinology 137:2118–2125

Migliaccio A, Castoria G, Di Domenico M, de Falco A, Bilancio A, Lombardi M, Barone MV,
Ametrano D, Zannini MS, Abbondanza C, Auricchio F 2000 Steroid-induced androgen
receptor-oestradiol receptor beta-Src complex triggers prostate cancer cell proliferation.
EMBO J 19:5406–5417

Neer RM, Arnaud CD, Zanchetta JR, Prince R, Gaich GA, Reginster JY, Hodsman AB,
Eriksen EF, Ish-Shalom S, Genant HK, Wang O, Mitlak BH 2001 Effect of parathyroid
hormone (1–34) on fractures and bone mineral density in postmenopausal women with
osteoporosis. N Engl J Med 344:1434–1441

O’Brien CA, Manolagas SC 1997 Isolation and characterization of the human gp130 promoter –
regulation by STATs. J Biol Chem 272:15003–15010

Okamoto T, Schlegel A, Scherer PE, Lisanti MP 1998 Caveolins, a family of scaffolding proteins
for organizing “preassembled signaling complexes” at the plasma membrane. J Biol Chem
273:5419–5422

Papanicolaou DA, Wilder RL, Manolagas SC, Chrousos GP 1998 The pathophysiologic roles of
interleukin-6 in human disease. Ann Int Med 128:127–137

Parfitt AM 1997 Genetic effects on bone mass and turnover-relevance to black/white differences.
J Am Coll Nutr 16:325–333

Parfitt AM 2000 Osteoporosis: 50 years of change, mostly in the right direction. In: Compston JRS,
ed. Osteoporosis and Bone Biology: the State of the Art. London: International Medical Press;
1–13

Parfitt AM 2002 Misconceptions (1): epiphyseal fusion causes cessation of growth. Bone, in press
Parfitt AM, Mundy GR, Roodman GD, Hughes DE, Boyce BF 1996 A new model for the

regulation of bone resorption, with particular reference to the effects of bisphosphonates.
J Bone Miner Res 11:150–159

Parfitt AM, Travers R, Rauch F, Glorieux FH 2000 Structural and cellular changes during bone
growth in healthy children. Bone 27:487–494

Passeri G, Girasole G, Jilka RL, Manolagas SC 1993 Increased interleukin-6 production by murine
bone marrow and bone cells after estrogen withdrawal. Endocrinology 133:822–828

Plotkin LI, Weinstein RS, Parfitt AM, Roberson PK, Manolagas SC, Bellido T 1999 Prevention
of osteocyte and osteoblast apoptosis by bisphosphonates and calcitonin. J Clin Invest
104:1363–1374

Plotkin LI, Manolagas SC, Bellido T 2000 Connexin-43 hemichannel opening: a requirement for
bishophonate-mediated prevention of osteocyte apoptosis. J Bone Miner Res 15:S172

407SEX STEROIDS AND BONE



Poli V, Balena R, Fattori E, Markatos A, Yamamoto A, Tanaka H, Ciliberto G, Rodan GA,
Costantini F 1994 Interleukin-6 deficient mice are protected from bone loss caused by
estrogen depletion. EMBO J 13:1189–1196

Pottratz ST, Bellido T, Mocharla H, Crabb D, Manolagas SC 1994 17�-estradiol inhibits
expression of human interleukin-6 promoter-reporter constructs by a receptor-dependent
mechanism. J Clin Invest 93:944–950

Razandi M, Pedram A, Greene GL, Levin ER 1999 Cell membrane and nuclear estrogen receptors
(ERs) originate from a single transcript: studies of ERalpha and ERbeta expressed in Chinese
hamster ovary cells. Mol Endocrinol 13:307–319

Razandi M, Pedram A, Levin ER 2000 Estrogen signals to the preservation of endothelial cell form
and function. J Biol Chem 275:38540–38546

Roof RL, Hall ED 2000 Gender differences in acute CNS trauma and stroke: neuroprotective effects
of estrogen and progesterone. J Neurotrauma 17:367–388

Salamone LM, Pressman AR, Seeley DG, Cauley JA 1996 Estrogen replacement therapy. A survey
of older women’s attitudes. Arch Int Med 156:1293–1297

Scheidt-Nave C, Bismar H, Leidig-Bruckner G, Woitge H, Seibel MJ, Ziegler R, Pfeilschifter J
2001 Serum interleukin 6 is a major predictor of bone loss in women specific to the first
decade past menopause. J Clin Endocrinol Metab 86:2032–2042

Scheven BA, Visser JW, Nijweide PJ 1986 In vitro osteoclast generation from different bone
marrow fractions, including a highly enriched haematopoietic stem cell population. Nature
321:79–81

Schlegel A, Wang C, Katzenellenbogen BS, Pestell RG, Lisanti MP 1999 Caveolin-1 potentiates
estrogen receptor alpha (ERalpha) signaling. caveolin-1 drives ligand-independent nuclear
translocation and activation of ERalpha. J Biol Chem 274:33551–33556

Simoncini T, Hafezi-Moghadam A, Brazil DP, Ley K, Chin WW, Liao JK 2000 Interaction of
oestrogen receptor with the regulatory subunit of phosphatidylinositol-3-OH kinase. Nature
407:538–541

Simpson ER 1998 Genetic mutations resulting in estrogen insufficiency in the male. Mol Cell
Endocrinol 145:55–59

Smith EP, Boyd J, Frank GR, Takahashi H, Cohen RM, Specker B, Williams TC, Lubahn DB,
Korach KS 1994 Estrogen resistance caused by a mutation in the estrogen-receptor gene in
a man. N Engl J Med 331:1056–1061

Solomon KR, Danciu TE, Adolphson LD, Hecht LE, Hauschka PV 2000 Caveolin-enriched
membrane signaling complexes in human and murine osteoblasts. J Bone Miner Res
15:2380–2390

Srivastava S, Neale WM, Kimble RB, Rizzo M, Zahner M, Milbrandt J, Patrick RF, Pacifici R
1998 Estrogen blocks M-CSF gene expression and osteoclast formation by regulating
phosphorylation of egr-1 and its interaction with Sp-1. J Clin Invest 102:1850–1859

Srivastava S, Weitzmann MN, Cenci S, Ross FP, Adler S, Pacifici R 1999 Estrogen decreases
TNF gene expression by blocking JNK activity and the resulting production of c-Jun and
JunD. J Clin Invest 104:503–513

Sunyer T, Lewis J, Collin-Osdoby P, Osdoby P 1999 Estrogen’ s bone-protective effects may
involve differential IL-1 receptor regulation in human osteoclast-like cells. J Clin Invest
103:1409–1418

Taguchi Y, Yamamoto M, Yamate T, Lin SC, Mocharla H, DeTogni P, Nakayama N, Boyce BF,
Abe E, Manolagas SC 1998 Interleukin-6-type cytokines stimulate mesenchymal progenitor
differentiation toward the osteoblastic lineage. Proc Assn Am Physicians 110:559–574

Tajima Y, Yokose S, Kawasaki M, Takuma T 1998 Ovariectomy causes cell proliferation and
matrix synthesis in the growth plate cartilage of the adult rat. Histochem J 30:467–472

408 S.C. MANOLAGAS ET AL.



Tobias JH, Gallagher A, Chambers TJ 1994 5�-dihydrotestosterone partially restores cancellous
bone volume in osteopenic ovariectomized rats. Am J Physiol Endocrinol Metab 267:E853–
E859

Tomkinson A, Reeve J, Shaw RW, Noble BS 1997 The death of osteocytes via apoptosis
accompanies estrogen withdrawal in human bone. J Clin Endocrinol Metab 82:3128–3135

Tomkinson A, Gevers EF, Wit JM, Reeve J, Noble BS 1998 The role of estrogen in the control of
rat osteocyte apoptosis. J Bone Miner Res 13:1243–1250

Toran-Allerand CD, Singh M, Setalo GJ 1999 Novel mechanisms of estrogen action in the brain:
new players in an old story. Front Neuroendocrinol 20:97–121

Weinstein RS, Jilka RL, Parfitt AM, Manolagas SC 1997 The effects of androgen deficiency on
murine bone remodeling and bone mineral density are mediated via cells of the osteoblastic
lineage. Endocrinology 138:4013–4021

Weinstein RS, Jilka RL, Parfitt AM, Manolagas SC 1998 Inhibition of osteoblastogenesis and
promotion of apoptosis of osteoblasts and osteocytes by glucocorticoids: potential mecha-
nisms of their deleterious effects on bone. J Clin Invest 102:274–282

Weinstein RS, Nicholas RW, Manolagas SC 2000 Apoptosis of osteocytes in glucocorticoid-
induced osteonecrosis of the hip. J Clin Endocrinol Metab 85:2907–2912

409SEX STEROIDS AND BONE





Anabolic Steroids

CYNTHIA M. KUHN

Department of Pharmacology and Cancer Biology, Duke University Medical Center,
Durham, North Carolina 27710

ABSTRACT

The term “anabolic steroids” refers to testosterone derivatives that are used either clinically or
by athletes for their anabolic properties. However, scientists have questioned the anabolic effects of
testosterone and its derivatives in normal men for decades. Most scientists concluded that anabolic
steroids do not increase muscle size or strength in people with normal gonadal function and have
discounted positive results as unduly influenced by positive expectations of athletes, inferior
experimental design, or poor data analysis. There has been a tremendous disconnect between the
conviction of athletes that these drugs are effective and the conviction of scientists that they aren’t.
In part, this disconnect results from the completely different dose regimens used by scientists to
document the correction of deficiency states and by athletes striving to optimize athletic performance.
Recently, careful scientific study of suprapharmacologic doses in clinical settings – including aging,
human immunodeficiency virus, and other disease states – supports the efficacy of these regimens.
However, the mechanism by which these doses act remains unclear.

“Anabolism” is defined as any state in which nitrogen is differentially retained in lean body
mass, either through stimulation of protein synthesis and/or decreased breakdown of protein
anywhere in the body. Testosterone, the main gonadal steroid in males, has marked anabolic effects
in addition to its effects on reproduction that are easily observed in developing boys and when
hypogonadal men receive testosterone as replacement therapy. However, its efficacy in normal men, as
during its use in athletes or in clinical situations in which men are eugonadal, has been debated. A growing
literature suggests that use of suprapharmacologic doses can, indeed, be anabolic in certain situations;
however, the clear identification of these situations and the mechanism by which anabolic effects occur are
unclear. Furthermore, the pharmacology of “anabolism” is in its infancy: no drugs currently available are
“purely” anabolic but all possess androgenic properties as well. The present review briefly recapitulates the
historic literature about the androgenic/anabolic steroids and describes literature supporting the anabolic
activity of these drugs in normal people, focusing on the use of suprapharmacologic doses by athletes and
clinicians to achieve anabolic effects in normal humans. We will present the emerging literature that is
beginning to explore more specific mechanisms that might mediate the effects of suprapharmacologic
regimens. The terms anabolic/androgenic steroids will be used throughout to reflect the combined actions
of all drugs that are currently available.

I. Use of Suprapharmacologic Doses of Anabolic/Androgenic
Steroids (AAS)

People have been taking testosterone to restore “vitality” since the efficacy
of some hormonal component of the testes was first described by Brown-Sequard
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in 1889. He reported the reversal of his own aging by self-injection of a testicular
extract, thereby stimulated a flurry of experimentation into the putative anti-aging
effects of testicular hormones long before the identity of testosterone was
confirmed. The first use to improve athletic performance occurred shortly
thereafter, in 1896. A contemporary of Brown-Sequard self-administered testic-
ular extract, then measured his finger strength. Athletes have been using purified
testosterone since it was first available (see a review of this early history in
Yesalis et al., 2000). The modern use of anabolic steroids in athletic competition
dates from the Olympic competitions during the Cold War era. Russian athletes
were putatively the first to use anabolic steroids to improve athletic performance
in international competitions. Although the International Olympic Committee
banned use of anabolic agents in 1964, the practice spread and probably reached
its pinnacle in the athletic programs in Germany during the 1970s (Yesalis et al.,
2000).

Medical use of testicular extract began in the late 1800s. Clinical use of
supraphysiological doses of AAS in eugonadal patients for anabolic benefit
started in the 1940s. High-dose AAS regimens have been used to promote muscle
deposition after burns, surgery, radiation therapy, and aging-related sarcopenia
(muscle wasting). Recent uses include treating wasting in human immunodefi-
ciency virus (HIV) and contraception (Bhasin et al., 1996,1997; Amory and
Bremner, 2000).

II. Anabolic Steroids

All steroids that are anabolic are derivatives of testosterone and are andro-
genic as well as anabolic, as they stimulate growth and function of male
reproductive tract. Individual drugs vary in their balance of anabolic:androgen
activity but none of the currently available drugs are purely anabolic. All the
anabolic steroids currently used are derivatives of testosterone or are structural
modifications of testosterone that influence its pharmacokinetics, bioavailability,
or balance of androgenic to anabolic activity. These include testosterone itself, all
of the derivatives that are used clinically, as well as numerous plant products that
at least claim to possess anabolic actions.

The testosterone derivatives available in the United States comprise several
groups: 1) endogenously produced androgens or their precursors, including
testosterone and androstenedione; 2) synthetic derivatives of testosterone with
altered metabolic or receptor-binding characteristics; and 3) various uncharac-
terized plant or animal materials. Testosterone actions represent the combination
of several activities. First, it binds to the androgen receptor to exert its androgenic
activity. Second, it is 5� reduced in some target tissues (including the male
urogenital tract, skin, liver, and sebaceous glands) to dihydrotestosterone (DHT),
which also acts on the androgen receptor. Finally, it can be aromatized to
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estradiol and exert estrogenic activities. The latter two actions are highly
undesirable in anabolic drugs, 5� reduction because it decreases the ratio of
anabolic:androgenic activity and aromatization because of the feminizing side
effects.

Structural and pharmacokinetic properties have been reviewed extensively
(Wilson, 1988,1996) and are abstracted briefly here (see Figures 1 and 2).

1. Testosterone as an injectable form, a transdermal patch, skin cream, and
a micronized oral preparation

2. 17-� esters of testosterone:testosterone cypionate, propionate, enanthate,
and undecanoate. Esterification at this site renders the steroid more fat soluble
and delays absorption into the circulation. All but the undecanoate must be
injected. Nandrolone 17-� esters also exist.

3. 17-� derivatives (methyltestosterone, methandrostenolone, norethandro-
lone, fluoxymesterone, danazol, oxandrolone, stanozol). These derivatives resist
metabolism in the liver, so are orally active. This modification is associated with
significant hepatic toxicities.

4. Modifications of the A, B, or C rings (mesterolone, nortestosterone,
methenolone, fluoxymesterone, methandrostenolone, northandrolone, danazol,
nandrolone, stanozol). These modifications achieve a number of goals, including
a) slow metabolism; b) enhanced affinity for the androgen receptor (19-nortes-
tosterone); c) resistance to aromatization to estradiol (fluoxymesterone, 19
nortestosterone); and d) decreased binding of metabolites to androgen receptor
(5�-reduced metabolites of 19-nortestosterone, 7�-19- nortestosterone).

Structure:activity modifications that limit either conversion to DHT and/or to
estradiol partially target specific testosterone derivatives to specific activities.
Agents such as fluoxymesterone and 19-nortestosterone (nandrolone) that resist
aromatization lack the feminizing side effects of testosterone. 19-nortestosterone
possesses another characteristic that increases its anabolic activity because its

FIG. 1. Model testosterone structure. [Reprinted with permission from Wilson JD 1998
Androgen abuse by athletes. Endocr Rev 9:181–191. Copyright The Endocrine Society.]

413ANABOLIC STEROIDS



FIG. 2. Structures of several anabolic steroids. [Reprinted with permission from Wilson JD
1998 Androgen abuse by athletes. Endocr Rev 9:181–191. Copyright The Endocrine Society.]
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5�-reduced metabolite has poor affinity for the androgen receptor. Similarly,
alpha-methyl-19-nortestosterone is not a substrate for 5� reductase (Sundaram
et al., 1995).

Finally, a number of “natural products” that are purported to exhibit anabolic
qualities are marketed freely in the United States due to the exemption of “natural
products” from U.S. Food and Drug Administration regulation. Most of these are
steroid precursors. Androstenedione and norandrostenedione are two widely
marketed precursors. Marketers claim that they are converted into testosterone
and nortestosterone (nandrolone). While a small percentage is, indeed, converted,
the total amount produced is likely far below that which would have any anabolic
activity in a eugonadal male. Finally, there are undefined mixtures with catchy
names like “Horny Goat Weed” and “Testicular Extract” that are derived from
both plant and animal materials and contain absolutely unknown ingredients.

All of the drugs listed above possess both anabolic and androgenic activities;
none are absolutely selective. However, this ratio varies across a broad range.
Table I shows the approximate anabolic:androgenic ratio of a number of
clinically used AAS. The range is fairly narrow by clinical standards. All
anabolic steroids are virilizing if administered for long enough at high enough
doses.

These values are based on data collected in the 1950s and 1960s from
bioassays of varying degrees of specificity and accuracy (see excellent historical
review in Kochakian, 1976). Typically, the ability of a test drug to stimulate
growth of a skeletal muscle and a reproductive target (prostate gland) was
assessed. Two classic methods for establishing anabolic efficacy were the
stimulation of growth of the levator ani muscle in the castrated rodent and
stimulation of whole-body nitrogen retention in a castrated animal. Neither of
these are ideal measures. The levator ani muscle may actually reflect androgenic
efficacy of AAS because it can be viewed as part of the reproductive system. Its
use as a bioassay for “anabolic” activity has been questioned. While the

TABLE I
Anabolic:Androgenic Ratio for Selected Anabolic Drugs

Anabolic/androgenic steroid Anabolic:androgenic ratio

Testosterone, methyltestosterone 1

Methandrostenolone 2–5

Oxymetholone 9

Oxandrolone 10

Nandrolone 10

Stanozol 30
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nitrogen-retention assay is better, it provides an extremely indirect measure of
muscle deposition.

There has been virtually no investigation of the relative anabolic and
androgenic properties of AAS since the mid-1970s and none using more modern
tools to assess androgen receptor activity. One major goal of this chapter is to
summarize recent developments in the molecular pharmacology of androgen
receptors that are opening this area up for pharmaceutical development.

III. Androstenedione

In the summer of 1998, baseball player Mark McGwire revealed that he took
regular androstenedione supplements during the season that he set a new home
run record. The first scientific study of the anabolic efficacy of androstenedione
appeared shortly thereafter (King et al., 1999). This study showed that giving
modest doses to untrained men who were started on an exercise program
increased testosterone only transiently at the higher (i.e., 300-mg) dose but did
not improve strength. However, it did increase plasma estradiol levels, a finding
that was confirmed in a later study (Leder et al., 2000). That is, this study
recapitulated the large number of negative studies in the literature that docu-
mented that such combinations of training and AAS were no more effective than
training alone. This study has been replicated in older men using a similar design
(Broeder et al., 2000). In this case, users took doses recommended by supplement
manufacturers while they were engaged in resistance training. The results of both
studies were similar: neither younger nor older subjects who received andro-
stenedione showed greater increases in strength than those who received placebo,
although circulating lipid profiles changed in the direction of greater cardiovas-
cular risk (low-density to high-density lipoprotein/apolipoprotein A/apolipopro-
tein B) ratio. Since, at most, 10–15% of a dose is converted to testosterone, it is
unlikely that regimens used by athletes will prove anabolic but the research has
not been conducted. No published studies report effective anabolic activity of
suprapharmacologic doses of androstenedione.

IV. Do Anabolic Steroids Increase Muscle Size and/or Strength in
Eugonadal Men?

The anabolic effects of restoring normal physiologic levels of testosterone in
hypogonadal men are uncontested. The rise in testosterone during puberty
contributes to the increase in linear growth as well as muscle deposition at that
time. Increased muscle deposition clearly results when hypogonadal men receive
testosterone treatment (Kopera, 1985; Wilson, 1996; Bross et al., 1999). AAS
also can be anabolic in men who are hypogonadal as a result of disease such as
HIV or after burns (Bhasin et al., 1996,1999).
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The anabolic effects of testosterone derivatives in women athletes are
similarly explicable, as circulating testosterone levels of women are typically
about 10% of those observed in men (Wilson, 1996). Therefore, raising female
testosterone levels to those comparable to males provides supraphysiologic
levels. Although there are very few published studies of muscle size and strength
after AAS use in women, one report found elevations up to 30-fold of normal
levels in women who were self-administering AAS (Malarkey et al., 1991).
There are virtually no controlled studies of AAS effects on women for obvious
ethical reasons but dramatic evidence of these effects derives from the recently
released results of the East German sports program of the 1970s and 1980s
(Franke and Berendonk, 1997). Figure 3 shows shotput performance of a female
German athlete, with the bars below indicating the periods of AAS administra-
tion. Unfortunately, women receiving AAS inevitably experience the androgeni-
zation associated with these drugs.

The benefit of anabolic steroid use for eugonadal men is far more contro-
versial.

FIG. 3. Shot-put performance of woman athlete from East Germany. [Redrawn from Franke
WW, Berendonk B 1997 Hormonal doping and androgenization of athletes: a secret program of the
German Democratic Republic government. Clin Chem 43:1262–1279.]

417ANABOLIC STEROIDS



For decades, scientists argued that anabolic steroids do not increase muscle
mass or strength in normal men. This was based first on clinical experience that
suggested that the nitrogen-retaining effects of testosterone treatment to normal
men were modest and transient (Wilson, 1996). The controversy between those
who state that anabolic steroids do not increase muscle mass or strength and
those who believe in their effectiveness derives in part from which body of
research is cited. Many critics properly cite many negative studies in which
addition of testosterone or another AAS to a training regimen failed to improve
performance (see reviews in Wilson, 1988; Elashoff et al., 1991; O’Connor and
Cicero, 1993; Friedl, 2000). They also critique the poor study design in studies
conducted in athletes, including lack of placebo control, nonblinded study
conditions, reliance on case studies or small study populations, lack of standard-
ization of dose and training regimen, and the impact that expectation of benefit
had on results.

These differences in study design might well play an important part in the
different findings. First, nonfit people who are started on a training regimen
generally experience such substantial benefit from the training regimen alone that
it is difficult to show an additive benefit of AAS. The use of physiologic doses
of AAS contributed to this problem. Little benefit of increasing testosterone
within the physiologic range has been demonstrated in such studies. Furthermore,
the dependent measure chosen to assess muscle strength is critical. Testosterone
increases upper body mass differentially, so performance in tasks like weight-
lifting should improve more than lower-body tasks or tasks in which aerobic
capacity rather than strength are assessed. As expected, the task in which
increases have been reported most reliably are in the bench press (Friedl, 2000).
Finally, the degree of improvement expected in such studies is generally small.
Changes in performance of 1–5% are rarely statistically or clinically significant
but they represent the margin of victory for elite athletes. Therefore, scientists,
clinicians, and athletes all might interpret data from the same study quite
differently.

Controversies about anabolic effects of AAS in animals have been similar
but less intense. The same factors have entered into the outcome: gender of
animals, conducting the study in trained vs. sedentary animals, dose regimen, and
duration of exposure. AAS do effectively increase muscle size, protein content,
and contractility in both male and female rats (Exner et al., 1973; Menschikowski
et al., 1988; Lewis et al., 1999), although negative findings have been reported
(Bates et al., 1987). Efficacy of AAS in trained animals has been established
(Lubek et al., 1984; Elashoff et al., 1991; Lewis et al., 1999), although different
muscle beds respond differentially and slow twitch muscles improve more than
fast twitch (Sachs and Leipheimer, 1988; Lewis et al., 1999; Joumaa and Leoty,
2001).
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V. Challenging the Conventional Wisdom: AAS Can Increase
Muscle Size and Strength in Normal Men

Studies providing suprapharmacologic doses, using maximally trained ath-
letes and testing performance in tasks like weightlifting, are mainly likely to
show an effect of AAS. A recent study showing clear, statistically significant
increases in muscle mass and strength after AAS administration in a proper
placebo-controlled, blinded study may help put these controversies to rest. This
complemented previous studies from the same laboratory demonstrating benefit
in hypogonadal, HIV-infected men using the same strategy (Bhasin et al.,
1996,1999,2001; Strawford et al., 1999).

Biochemical and anatomical studies show that AAS do significantly influ-
ence muscle morphology and biochemistry in humans. Body weight reliably
increases after AAS use and part of the increase is in lean body mass, although
part also reflects retention of water (see recent review in Friedl, 2000). Muscle
biopsies in weightlifters reported that both the number of muscle fibers and
average fiber size in the trapezius muscle were greater in AAS users than
nonusers (Doumit et al., 1996; Kadi et al., 1999a). Controlled studies show that
both the number of muscle fibers and the size of individual fibers increase with
AAS treatment in animal models (Joubert and Tobin, 1989). Both of these
processes depend upon activation of satellite cells within the muscle. Satellite
cells contain androgen receptors (Doumit et al., 1996). AAS action within these
cells to stimulate proliferation may represent an important mechanism of AAS
action. The specific genes that are regulated by androgens in the muscle are
unknown. Muscle biopsies in AAS-using powerlifters, in comparison to drug-
free powerlifters, showed increased expression of embryonic forms of myosin
and the Leu-19 antigen that is expressed in developing myotubes and newly
formed myonuclei. This finding supports the hypothesis that AAS trigger both
hypertrophy and hyperplasia but does not elucidate the specific genes that are
activated (Kadi et al., 1999a,b,2000).

Increases in strength can also result not from hypertrophy or hyperplasia but
from increased expression of specific elements of the contractile apparatus.
Again, this has been little studied. However, a recent study (Joumaa and Leoty,
2001) began to address this phenomenon by evaluating potassium and caffeine-
induced contractures. Both the magnitude of potassium-induced contractures and
the rate of recovery were greater in slow-twitch muscles of animals that received
training and nandrolone. The authors speculated that these results suggested
changes in both the activation mechanism and recovery mechanisms that seques-
trate calcium in the sarcoplasmic reticulum. Enhanced caffeine contractures
could reflect enhanced calcium release from the sarcoplasmic reticulum or
changes in the calcium sensitivity of the contractile proteins.
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VI. Mechanism of Anabolic Effect in Eugonadal Men

A. ROLE OF SUPRAPHARMACOLOGIC DOSES

The mechanism by which AAS increase muscle size and strength is surpris-
ingly confusing. Androgen receptors clearly mediate the increase in muscle size
and protein synthesis in hypogonadal men and during puberty. In these situations,
androgen increases net nitrogen balance, increases lean body mass, and increases
the rate of muscle protein synthesis (see review by Wilson, 1996). However, it
often is asserted that comparable effects are not observed in men with normal
gonadal function because androgen receptors are saturated at physiologic levels
of testosterone. If androgen effects are mediated by androgen receptors, which
are saturated at physiologic levels of testosterone, then no additional benefit
should result from providing more androgen.

Steroid regimens favored by athletes differ markedly from those used
clinically to provide replacement for hypogonadal men. Athletes use supraphar-
macologic doses and typically “stack” multiple drugs at total androgen doses that
range from 10–100-fold above normal levels (Wilson, 1988). Typically, they
take androgens in cycles of weeks, with drug holidays interspersed of weeks or
months. Many athletes use “stacking” regimens that involve taking multiple
agents simultaneously, and/or a pyramiding dose regimen in which doses are
started low, increased, then tapered back down.

A small but expanding literature suggests that suprapharmacologic doses are
effective in eugonadal men. The active hormone is probably testosterone, since
5� reductase is not present in muscle (Wilson and Gloyna, 1970). Two older
studies (Griggs et al., 1989; Forbes et al., 1992) have been supplemented by
several recent findings demonstrating increased lean body mass, muscle protein
synthesis, and/or positive nitrogen balance in normal men after high doses of
AAS (Bhasin et al., 1996; Ferrando et al., 1998; Sheffield-Moore et al., 1999;
Strawford et al., 1999; see also review in Sheffield-Moore, 2000). The most
important recent finding is the dose-response study showing that androgenic
effects of testosterone saturate at fairly low doses, in contrast to measurable
anabolic effects, which require considerably higher doses (Bhasin et al., 1999).

B. ANDROGEN RECEPTOR IN AAS: EFFECTS ON EUGONADAL MEN

The finding that muscle hypertrophy associated with exercise is blocked by
androgen antagonists (Inoue et al., 1994) supports a primary role for androgen
receptors in exercise-induced muscle hypertrophy. One androgen receptor has
been cloned (see review by Lamb et al., 2001) and while its expression varies
quantitatively in muscle and reproductive tissues (Sar et al., 1990; Kimura et al.,
1993), it is likely that this receptor mediates AAS effects in the muscle. The one
study comparing the binding of a range of AAS to skeletal muscle and prostate
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reported, as expected, that little tissue specificity in binding affinity was observed
across a broad range in binding affinities (Saartok et al., 1984). Androgen
receptors are present in skeletal muscle of every mammalian species (Sar et al.,
1990; Takeda et al., 1990). Levels of expression differ from muscle bed to
muscle bed in a manner consistent with reported AAS effects on muscle strength
in different tasks. For example, human muscle beds differ from each other, with
expression higher in the muscles of the neck and chest girdle, in comparison to
the limbs (Kadi et al., 2000).

Recent studies in multiple species show that androgen receptor can be
upregulated by exposure to AAS (Bricout et al., 1994; Doumit et al., 1996;
Sheffield-Moore et al., 1999; Kadi et al., 2000). The induction reported in
humans (Sheffield-Moore et al., 1999) suggests that suprapharmacologic con-
centrations might be effective because they increase the population of androgen
receptors upon which they can act. These findings suggest at least one potential
mechanism by which high doses could elicit different effects than physiologic
doses.

In summary, two aspects of androgen receptor expression can influence the
magnitude of anabolic effects: variations from muscle bed to muscle bed in
androgen receptor expression and induction of androgen receptor expression
after treatment with AAS. These are shown schematically in Figure 4.

Recent insights into the organization of the steroid hormone receptor:DNA
complex suggest an alternative explanation for the varying anabolic:androgenic
ratio of AAS. Steroid hormone receptors form a “ tripartite” complex between
ligand, receptor, and effector that can have varying actions (Katzenellenbogen
et al., 1996). When steroid hormones or their analogues bind to their receptor,
they form a complex that binds to DNA. However, the receptor:DNA complex
also binds a group of adaptor proteins that influence the transcriptional conse-
quences of receptor binding to DNA. These proteins function as coactivators or
co-repressors to enhance or prevent activation of transcription by the receptor
(Torchia et al., 1998). Each drug that binds steroid hormone receptor induces a
particular “ shape” in the drug:receptor complex that permits a unique pattern of
adapter protein association. The adapter proteins that associate influence the
consequence of drug:receptor binding on transcription (Darimont et al., 1998).
Selectivity can derive from the drug, the receptor, or the pattern of adaptor
protein expression. This model has been exploited successfully in the develop-
ment of tissue-selective estrogenic compounds. Different estrogenic compounds
have specific actions, depending upon the coactivator and/or co-repressor envi-
ronment (see McDonnell et al., this volume).

A recent commentary (Negro-Vilar, 1999) suggests that a similar approach
could be considered for androgens. Up to six different coactivators that are
relatively specific for the androgen receptor have been described in the literature
(Yeh and Chang, 1996; Fujimoto et al., 1999; Kang et al., 1999; Muller et al.,
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2000). Although tissue distribution is incompletely described, all are expressed in
testis and prostate with widely varying levels of expression in other androgen
target tissues. One, FHL2, is expressed highly in heart, slightly in prostate, but
not elsewhere (Muller et al., 2000). This coactivator is the first described that is
expressed more highly in a nonreproductive tissue than in reproductive tissues.
Its existence suggests that tissue-specific distribution of coactivators could
theoretically contribute to the ability of different AAS agonists to vary in their
ratio of actions in different tissues due to the different tissue distribution of
coactivators or co-repressors. Information from a different source supports the
possibility that different agonists do induce different conformations of the
drug:receptor complex. An NH2-terminal and carboxyl-terminal interaction of
the androgen receptor occurs in the presence of agonist binding (Langley et al.,
1995). In a co-transfection system, this interaction parallels agonist activity to a
degree but weak agonists like medroxyprogesterone possess agonist activity in

FIG. 4. Model cell containing nucleus with few (top) or more (bottom) androgen receptors. Top
represents head and neck muscle relative to leg or normal individual compared to AAS-treated
individual.
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the absence of this interaction (Kemppainen et al., 1999). However, the study of
androgen receptor interactions of this type is in its infancy. It suggests that
nonselective steroids like testosterone might occupy the androgen receptor in a
way that produces a receptor conformation that permits binding of both general
and tissue-selective co-activators (Figure 5). Model drugs with selective actions
would results in a ligand:receptor conformation that permitted association only of
one set of tissue-selective ligands (Figure 6).

C. ANTICATABOLIC EFFECTS OF ANDROGENS

There is also evidence to support a role for anticatabolic mechanisms in the
anabolic effects of suprapharmacologic AAS regimens. A recent case report of
two patients with a point mutation in the androgen receptor that rendered it
inactive showed that a suprapharmacologic steroid regimen was anabolic in both
individuals (Tincello et al., 1997). Evidence from animal models also supports
this possibility. These begin with binding studies that show that androgens can
bind, albeit at low affinity, to glucocorticoid receptors (Danheive and Rousseau,
1986,1988). Such low-affinity binding would not be effective, unless extremely

FIG. 5. Model of testosterone activation of androgen receptor (showing just one of the two
ligand:receptor dimers that bind to DNA and activate transcription). HRE � hormone response
element.
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high doses of AAS were present. More directly, testosterone can block glucocor-
ticoid-mediated induction of tyrosine amino transferase in liver just like the
glucocorticoid antagonist RU486 (Danhaive and Rousseau 1986,1988). How-
ever, androgen blockade of glucocorticoid-induced muscle wasting is not ob-
served consistently (see review by Hickson et al., 1990). Furthermore, in healthy
young men as well as in burn patients, the anabolic steroid oxandrolone has been
shown to increase net protein synthesis without slowing protein degradation
(Sheffield-Moore et al., 1999; Hart et al., 2001). Therefore, the specific contri-
bution of glucocorticoid antagonism in AAS-induced anabolic effects has not
been demonstrated unequivocally.

D. COMPLEMENTARY EFFECTS ON GROWTH HORMONE
SECRETION AND INSULIN-LIKE GROWTH FACTOR-1 PRODUCTION

The growth hormone (GH)-insulin-like growth factor-1 (IGF-1) axis is
thought to contribute to the anabolic effects of testosterone, both through
androgen-induced stimulation of GH secretion and direct stimulation of hepatic
production of IGF-1 (Rosenfeld et al., 1994; Veldhuis and Iranmanesh, 1996).
IGF-1 can stimulate skeletal muscle formation (Florini et al., 1991). Increases in
IGF mRNA have been reported in rats following nandrolone administration and
increases in both IGF mRNA and circulating IGF-1 occur in men after testos-
terone treatment (Urban et al., 1995; Gayan-Ramirez et al., 2000) and decreases
in mRNA occur when gonadal function is suppressed (Mauras et al., 1998).
However, none of these studies measured IGF-1 directly or established the
relationship between IGF-1 and anabolic effects of the drugs.

FIG. 6. Hypothetical ligand-occupied androgen receptor conformations that would allow an
agonist to recruit coactivators in a tissue-specific way.
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E. COMPLEMENTARY EFFECTS OF TRAINING AND AAS

One of the challenges involved in understanding the effects of AAS in
normal athletes is that many of the endpoints (e.g., muscle size, strength) are
enhanced by training. Most studies of AAS action involve administration of AAS
to sedentary animals, which presents a clear picture of what isolated AAS
administration can achieve. Furthermore, comparing the benefits of beginning an
exercise regimen and/or AAS in an unfit person provides a model for potential
treatment of patient populations such as patients with HIV or the elderly. It does
not replicate the environment in which AAS are most often used, which is in a
highly trained athlete who is adding AAS to a rigorous exercise regimen. Clearly,
exercise increases muscle mass on its own. The prospective, placebo-controlled
testosterone trial in eugonadal men by Bhasin and colleagues (1996) that
compared placebo, testosterone, exercise, or exercise plus testosterone showed
clearly that effects of testosterone and resistance exercise were additive. Another
recent study suggests a possible mechanism by which AAS use and exercise
might complement each other. Resistance exercise itself increases androgen
receptor mRNA and/or binding in both rodent and human muscle (Deschenes
et al., 1994; Bamman et al., 2001). If androgen receptor number is induced in
muscle by exercise, then more binding sites become available.

F. ROLE OF THE CENTRAL NERVOUS SYSTEM IN
AAS EFFECTS ON STRENGTH

An increased sense of energy and wellbeing is one of the earliest and most
frequently documented effects in hypogonadal men. It has been suggested that
effects within the central nervous system (CNS) contribute to AAS effects on
strength because AAS users feel more energetic and therefore train harder. Case
reports, cross-sectional studies, and prospective, longitudinal studies show that
AAS use by athletes can be accompanied by increased feelings of energy,
aggressiveness, and elevated mood (Bahrke and Yesalis, 1996; Rubinow and
Schmidt, 1996; Pope et al., 2000). Effects of AAS typically focus on negative
reports of psychotic symptoms and criminal aggressive behavior (Pope et al.,
1988,2000; Uzych, 1992; Porcerelli and Sandler, 1998). However, two studies of
high-dose androgen administration to normal volunteers reported increases in
euphoria, energy, and sexual arousal, as well as several negative mood charac-
teristics, including irritability, mood swings, violent feelings, and hostility
(Hannan et al., 1991; Su et al., 1993). However, administration of supraphysi-
ologic levels of testosterone did not change aggression as assessed with the
Multi-Dimensional Anger Inventory in normal, eugonadal men (Tricker et al.,
1996). These few laboratory studies do not provide definitive answers to this
question because they utilize controlled dosing of testosterone (although in the
supraphysiologic range), employ a variety of methods for measuring aggression/
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hostility, and use as subjects eugonadal men in laboratory settings rather than
athletes in highly competitive settings who are self-administering even-higher
doses of steroids. However, the frequency of case reports of extreme behaviors
and positive findings in controlled studies suggest that AAS might influence
strength through effects on behavior.

The mechanism by which the psychological effects of androgens occur is
unknown. A study of cerebrospinal fluid (CSF) monoamine levels in a controlled
study of high-dose methyltestosterone administration reported that levels of the
serotonin metabolite 5HIAA were higher and levels of the norepinephrine
metabolite MHPG were lower after methyltestosterone treatment. 5HIAA levels
correlated negatively in subjects who experienced more negative mood symp-
toms (e.g., irritability, hostility) and higher 5HIAA in subjects who experienced
increased mood symptoms such as euphoria (Daly et al., 2001). The latter
findings are consistent with a broad literature supporting an association between
low serotonin and aggression/irritability/hostility (Lucki, 1998; Oquendo and
Mann, 2000). Another study showed increases in aggression that correlated with
changes in CSF dopamine metabolites (Hannan et al., 1991).

Testosterone influences brain function by three mechanisms. It contributes to
the differentiation of brain areas that regulate regulation of reproductive hormone
secretion, sexual behavior, as well nonreproductive behaviors, including aggres-
sion (reviewed by Rubinow and Schmidt, 1996). While these organizational
effects establish the anatomical basis for sex-specific behavior patterns, they do
not contribute to the acute effects of AAS. Androgens also influence many neural
functions through both classical genomic effects and rapid membrane effects.
Androgen receptors are distributed (Simerly et al., 1990; Pelletier, 2000) and
likely have similar distributions in humans. AAS administration – at least in
animal models – can increase androgen receptor number in some brain areas, just
as it does in muscle (Lynch and Story, 2000). Effects on many neurotransmitter-
specific proteins, including serotonin receptors, choline acetyltransferase, the
rate-limiting synthetic enzyme for acetylcholine, and monoamine oxidase have
been described (see review in Rubinow and Schmidt, 1996). These likely reflect
changes in transcriptional activity but effects of suprapharmacologic doses are
virtually unexplored.

Rapid membrane effects also may contribute to behavioral effects of AAS.
Suprapharmacologic doses of AAS influence GABA receptor function acutely,
over a timeframe that likely reflects rapid membrane rather than genomic effects.
In some brain areas and model systems, AAS decrease GABA receptor function,
while in others it increases it (Masonis and McCarthy, 1996; Jorge-Rivera et al.,
2000). Rapid changes in GABA function theoretically could contribute to
disinhibition of behavior and changes in arousal like those reported in AAS users.
A single recent report (Schlussman et al., 2000) showed nandrolone caused
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increases in corticotropin (ACTH) and corticosterone secretion acutely as well as
protracted effects that were the reverse 24 hours later. This finding indicates that
AAS influences at least one neuronal system related to stress and arousal exhibits
through what may be both rapid and genomic effects.

Unfortunately, the question remains: do the behavioral effects of AAS
influence training intensity and, therefore, muscle strength? Furthermore, al-
though speculations abound that AAS improve neuromuscular function, this
hypothesis has not been tested either.

The issue of AAS “dependence” reflects another widely publicized notion
based on a small amount of data. Although not directly related to anabolic effects
of AAS, a brief discussion is provided because this issue features prominently in
discussion of AAS effects on behavior. Several studies report incidence of steroid
“dependence” as reflected by psychological symptoms, including depressed
mood, fatigue, anorexia, insomnia, restlessness, muscle and joint pain, depres-
sion, and desire to take more AAS when athletes stop using (Uzych, 1992;
Bahrke and Yesalis, 1996). These reports – and the public perception that AAS
use represented a public health crisis – led to the labeling of AAS as “addictive”
drugs that were then scheduled by the Drug Enforcement Agency.

There are no clear data supporting the “addictiveness” of AAS use. This may
reflect a lack of information or the fact that these drugs are not “addictive” in a
neurobiologic sense. “Addictive drugs” must 1) be self-administered by humans
and animals, 2) produce positive subjective effects, and 3) produce tolerance and
dependence, manifested as a withdrawal syndrome when use stops. Other
addictive drugs elicit positive subjective effects by activating the “ reward”
system in the brain, adaptation of which is thought to produce the gradual
dysregulation of drug use (Wise, 1998). In a classical sense, anabolic steroids do
not activate the reward system. They are not self-administered by animals and
people cannot discriminate an injection of testosterone from placebo (see review
in Lukas, 1996). It is impossible to conduct double-blind, placebo-controlled
studies of long-term testosterone treatment on mood because users can usually
recognize the active drug from the side effects. However, few AAS users fulfill
psychiatric criteria for drug dependence (Lukas, 1996).

Nevertheless, some AAS users report positive feelings when they are taking
drug and changes in mood when they stop (Su et al., 1993; Lukas 1996). How
does one reconcile the clinical reports with the laboratory studies? Genomic
effects of AAS are delayed rather than immediate, so they would not be detected
in any of the standard models of drug taking. It is possible that AAS do affect
reward systems in the brain but in a delayed manner, as would be expected from
a gonadal steroid, and so these effects have not been detected. Occasional reports
of AAS effects on aspects of dopaminergic transmission, including upregulation
of D1 receptors and increases in dopamine turnover, suggest that further explo-
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ration of this possibility is warranted (Thiblin et al., 1999; Kindlundh et al.,
2001).

VI. Other Consequences of Suprapharmacologic AAS Regimens

Androgen receptors are distributed throughout the body. Androgens affect
behavior, cardiovascular function, reproduction, and other endocrine functions.
Since anabolic actions are not easily dissociated pharmacologically from the
other actions of testosterone derivatives, anabolic steroid use by athletes and
patients inevitably is accompanied by unwanted side effects that result from the
many actions of androgens in the body. During a typical high-dose paradigm,
additional AAS effects occur, including 1) feedback inhibition of reproductive
function, including decreased production of testosterone and sperm; 2) acne, due
to stimulation of sebaceous glands in the skin; and 3) male-pattern hair distribution
(Wilson, 1988). In addition, multiple effects on the cardiovascular system occur,
including increased blood pressure, change in the ratio of blood lipids (decrease in
HDL:LDL ratio), increased blood clotting, increased production of red blood cells,
and left ventricular hypertrophy and subsequent decreased left ventricular function
(Sullivan et al., 1998). Extended discussion of potential mechanisms for these effects
is beyond the scope of this review. However, the regular occurrence of these
additional effects contradicts the common argument that AAS cannot be anabolic
because androgen receptors are completely saturated at physiologic levels of andro-
gen. The impact of these other systemic effects on the anabolic effects of AAS is
unknown. Although increased production of red blood cells should theoretically
improve oxygen-carrying capacity of the blood, and so the ability to do sustained
work, these effects have not been documented in eugonadal men.

One final note about the use of AAS for their anabolic properties: when used
in women, they produce a consistent pattern of virilizing side effects that are
predictable, severe, and, in some cases, irreversible. The first published study
(Strauss et al., 1985) reported physical changes in the majority of a small group
of AAS-using female athletes, including deepening of the voice, clitoral hyper-
trophy, menstrual irregularities, decreased body fat, and increased facial hair.
Behavioral changes included increased libido, aggressiveness, and appetite.
About half reported additional changes, including acne, breast size, and body hair
distribution. A more recent study (Malarkey et al., 1991) reported a 39% fall in
HDL lipoprotein. All of these effects were reported more recently (Gruber and
Pope, 2000) in a study involving a larger group. Some of these effects (e.g.,
deepening of the voice, clitoral hypertrophy) represent irreversible virilization,
while others (e.g., reproductive effects, acne, blood lipids) are reversible. The
consistency of these findings argues strongly that clinical trials for AAS use for
anabolic purposes, as in burn patients, be conducted with great caution because
there is no clinically available AAS that lacks androgenizing effects in women.
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VII. Conclusions

Studies in AAS-using human subjects as well as experimental model
systems have refuted the decades-old assertion that suprapharmacologic dose
regimens of AAS are not anabolic in normal men or are only anabolic due to the
impact of their CNS effects on motivation to train. The physiopathology of
suprapharmacologic doses of AAS is clearly demonstrated and predicted by the
beneficial effects on the same systems when AAS are used in hypogonadal men.
However, there has been surprisingly little work on the mechanism by which
these suprapharmacologic doses exert their actions or on pharmacologic strate-
gies to distinguish beneficial (anabolic) effects from pathologic side effects on
brain and heart. The recent demonstration of clinical benefits of suprapharma-
cologic regimens (Bhasin et al., 1996,1997,1999,2001) suggests that such de-
velopments could be clinically beneficial. A recent review proposed the potential
value of exploring the possible tissue specificity of protein regulators of androgen
receptor function, comparable to those which have been exploited so successfully
in the development of selective estrogen receptor modulators (Negro-Vilar,
1999).
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ABSTRACT

Prolactin (PRL), a pituitary peptide hormone, is known to regulate diverse physiological
functions via its effects on cellular processes such as proliferation, differentiation, and cell survival.
All these activities are mediated by the PRL receptor (PRL-R), a member of the hematopoietin
cytokine receptor superfamily. To understand PRL-dependent mitogenic signaling in T cells, we
cloned PRL, PRL-R, one mediator of PRL signaling, signal transducer and activator of transcription
(Stat) 5b, and a panel of PRL-inducible immediate early-response genes from T cells. We are
employing one of these PRL-inducible genes, the transcription factor interferon regulatory factor-1
(IRF-1), a multifunctional immune regulator gene, as a tool to understand how PRL modulates T-cell
proliferative responses. In investigating regulatory events along the PRL-R/Janus activating kinase
(JAK)/Stat/IRF-1 signaling pathway, we show that Stat factors can activate as well as inhibit IRF-1
promoter activity and that cross talk between Stat and nuclear factor (NF)�B signaling pathways also
regulates IRF-1 expression. In understanding how signaling pathways cross talk at the IRF-1
promoter, we obtained insights into how PRL can modulate immune and inflammatory responses.
These findings have much broader implications, not only for cells in the immune system but also for
other PRL-responsive cells and tissues.

I. Introduction

Prolactin (PRL) is a 23-kDa polypeptide that is synthesized primarily in the
pituitary. PRL is also synthesized and secreted by many extrapituitary tissues
(Ben-Jonathan et al., 1996). Whether endocrine or autocrine, PRL exerts pro-
found effects on a wide range of tissues, with over 300 effects described in
vertebrates (Bole-Feysot et al., 1998). PRL regulates the differentiation of
secretory glands, including the mammary gland, ovary, prostate, submaxillary
and lacrimal glands, pancreas, and liver (for a review, see Horseman, 2001). PRL
also regulates proliferation in different cell types, including mammary epithe-
lium, pancreatic beta cells, astrocytes, anterior pituitary cells, adipocytes, and T
lymphocytes (Yu-Lee et al., 1990; DeVito et al., 1992; Nanbu-Wakao et al.,
2000; Horseman, 2001). We and others have cloned PRL from T lymphocytes,
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where it has been shown to promote proliferation, protect against apoptosis, and
enhance cell survival (LaVoie and Witorsch, 1995; Buckley, 2001). Hence, PRL
is also known as a T-cell cytokine (Yu-Lee et al., 1998; Montgomery, 2001).
How pituitary or extrapituitary PRL modulates target cell function likely depends
on the cell type and its stage of differentiation.

As one approach to understanding how PRL modulates T-cell proliferative
responses, we cloned a panel of 26 PRL-responsive immediate early-response
genes from a rat T-lymphoma cell line, Nb2, induced to proliferate by PRL
(Yu-Lee et al., 1990). Nb2 T cells express a high number of PRL receptor
(PRL-R), which is a member of the hematopoietin/cytokine receptor superfamily
and is exquisitely sensitive to PRL for growth (Gout et al., 1980). Several
PRL-inducible genes have been extensively characterized (Stevens et al., 1995;
Morris et al., 1997). We focus here on the transcription factor interferon
regulatory factor-1 (IRF-1), which plays a pivotal role in multiple immune
functions. In understanding the signaling pathway to the IRF-1 gene, we
elucidated not only positive and negative regulation but also how various
cytokine signals compete/cross talk at the IRF-1 promoter. We will highlight
controversies concerning PRL’s role in mediating immune, autoimmune, and
inflammatory responses, then summarize the renewed interest in evaluating PRL
as a hormone or cytokine involved in maintaining immune system homeostasis
(Dorshkind and Horseman, 2001).

II. Prolactin and Immune, Autoimmune, and Inflammatory Responses

A. PROLACTIN AND IMMUNE RESPONSES

A large body of literature dating from the 1930s suggests a role of PRL and
other pituitary hormones in modulating the immune system (Smith, 1930;
Kooijman et al., 1996). Clinical, animal, and in vitro studies combine to suggest
that PRL exhibits immunostimulatory properties (Yu-Lee, 1997). PRL has been
shown to stimulate T cells, B cells, natural killer (NK) cells, macrophages,
neutrophils, CD34� hematopoietic cells, and antigen-presenting dendritic cells
(Kooijman et al., 1996; Dogusan et al., 2001; Matera et al., 2001). However,
animals with a targeted disruption of either the PRL (Horseman et al., 1997) or
PRL-R (Bouchard et al., 1999) gene (knockout, or KO) suggest that PRL is not
essential for normal immune system development or function. The KO animals
show normal T-cell, B-cell, and NK-cell development and distribution as well as
normal T-cell mitogenic responses, B-cell antibody production, and NK-cell-
mediated cytotoxicity (Bouchard et al., 1999). A normal immune response to
Listeria infection involving innate as well as adaptive immune responses is intact
in PRL-R KO mice. However, compensatory actions by other cytokines (redun-
dancy) in these KO mice have not been examined.
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In Snell dwarf mice that are deficient in anterior pituitary hormones, normal
immune responses were observed in animals housed separately from their
wild-type littermates (Dorshkind and Horseman, 2000). In contrast, immune
defects were observed only in those dwarf animals housed together with their
normal littermates, which resulted in a highly stressful environment. The variable
housing conditions apparently contributed to conflicting data on the effects of
PRL and growth hormone (GH) on immune responses in the dwarf mice. PRL
and other pituitary hormones are suggested to act as stress-adaptation molecules
important in maintaining immune system homeostasis (Dorshkind and Horse-
man, 2001). Under stressful conditions, PRL is needed to balance the negative
effects of glucocorticoids and other immune or inflammatory mediators to
maintain steady-state homeostasis. This interpretation is supported by in vitro
studies showing PRL’s protective effect in preventing glucocorticoid-induced
lymphocyte cell death (apoptosis) (LaVoie and Witorsch, 1995; Buckley, 2001)
and by in vivo studies showing that PRL improves macrophage and splenocyte
functions following trauma-hemorrhage and infections (Zellweger et al., 1996).
A concerted effort by many laboratories is underway to evaluate the immuno-
modulatory activities of PRL in the context of stress, trauma, injury, inflamma-
tion, infection, and various autoimmune diseases (Matera et al., 2000; Richards
and Murphy, 2000; Dorshkind and Horseman, 2001; Hooghe et al., 2001).

B. PROLACTIN AND AUTOIMMUNE DISEASES

Many autoimmune diseases are prevalent in women of childbearing age,
most notably, systemic lupus erythematosus (SLE), which occurs more fre-
quently in females than males by a 9:1 ratio. This female gender bias suggests
that female hormones (e.g., PRL, estrogen (E2)) may play a role in the
pathogenesis of this autoimmune disease. Pituitary PRL expression is under E2
regulation (Couse and Korach, 1999). PRL, in turn, regulates E2 receptor (ER)�
and ER� expression in the female reproductive tissues and the mammary gland
(Tessier et al., 2000). Thus, a positive regulatory loop exists between PRL and
E2 action. PRL levels are higher in women than men. Elevated PRL levels have
been reported in patients with SLE, multiple sclerosis, rheumatoid arthritis,
psoriatic arthritis, AIDS, and prior to transplant rejection (Kanik and Wilder,
2000; Jacobi et al., 2001; Walker, 2001). Bromocriptine (BRC), a dopamine
agonist that inhibits PRL release from the pituitary, can suppress autoimmune
uveitis and correct T-cell and NK-cell abnormalities in patients with pathological
hyperprolactinemia (Vidaller et al., 1992). BRC also suppresses SLE in some
patients and reduces the number of lupus flares (Walker, 2001). Although a clear
causal relationship is still lacking, these clinical data suggest that altered PRL
levels may exacerbate certain autoimmune diseases.
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A better correlation between PRL and immune regulation is observed in
animal models, where circulating PRL levels can be altered by hypophysectomy,
BRC treatment, or genetic deletions. Hypophysectomized animals are deficient in
mounting various B- and T-cell-mediated immune responses, which are restored
by PRL injections. High PRL levels are found in rats with experimentally
induced adjuvant arthritis or encephalomyelitis and in the NZB/NZW F1 lupus
mice (Kooijman et al., 1996; McMurray, 2001). BRC treatment reduced disease
symptoms and delayed lupus-related death, which results primarily from glo-
merulonephritis (immunoglobulin deposits) in the kidney (McMurray, 2001).
Recent animal studies suggest that E2-treated transgenic animals develop a
lupus-like phenotype with an expansion in autoreactive B cells (a breakdown of
tolerance) and elevation in antibody production (Peeva et al., 2000; Grimaldi et
al., 2001). This E2 effect requires the presence of PRL as BRC treatment reduced
antibody production (Peeva et al., 2000). Interestingly, both E2 and PRL can
upregulate Bcl-2 expression in B cells (Morales et al., 1999; Peeva et al., 2000;
Buckley, 2001) and may account for the enhanced survival of autoreactive B
cells. Together, these clinical and animal studies support a role of E2 and PRL
in modulating lymphocyte functions in the context of various autoimmune
diseases.

C. PROLACTIN AND INFLAMMATORY RESPONSES

PRL and E2 have been shown to be protective against inflammation in the
context of severe trauma (Jarrar et al., 2000; Knoferl et al., 2000b). Trauma
is the fourth leading cause of death in the United States (Zhu et al., 1997).
Gender seems to play a role in the response to trauma. Female patients
survive better than male patients in response to severe trauma (Morris et al.,
1990), supporting the notion that female hormones may protect against
hemorrhage and/or septic complications. In male trauma patients, a greater
susceptibility to infections is correlated with a higher serum level of proin-
flammatory cytokines such as interleukin-6 (IL-6) (Offner et al., 1999;
Oberholzer et al., 2000). In animal models, trauma-hemorrhage is associated
with depressed immune functions and increased infection, morbidity, and
mortality (Zellweger et al., 1996). Under this condition, PRL as well as E2
protects against trauma-hemorrhage by reducing plasma levels of corticoste-
rone and IL-6, enhancing splenocyte proliferation and function, and increas-
ing survival of animals to septic shock (Zellweger et al., 1996; Knoferl et al.,
2000a,b). These studies show that both PRL and E2 protect against inflam-
mation and improve dysfunctional immune responses under conditions of
severe stress. A reciprocal relationship is also found between high serum
corticosterone versus low PRL levels after a burn injury (Thellin et al., 2001).
In this model of burn-induced stress, the low level of PRL is correlated with
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a significant increase in IL-6 production by gut enterocytes, which is
accompanied by a loss of gut integrity, bacterial translocation into the
circulation, and septic complications (Ogle et al., 2000).

PRL and E2 also inhibit IL-6 gene expression in female reproductive
tissues (Deb et al., 1999) and bone (Manolagas, 2000). During pregnancy,
IL-6 expression in the decidua is inhibited by E2 and PRL, as increases in
IL-6 can lead to termination of pregnancy. Both PRL and E2 downregulate
the expression of the gp130 component of the IL-6 receptor complex
(Kurebayashi et al., 1997; Deb et al., 1999). In bone, IL-6 is produced by the
osteoblast to regulate osteoclast differentiation and bone resorption. IL-6 is
thought to contribute to bone loss during menopause (Manolagas, 2000). E2
prevents bone loss in part by inhibiting IL-6 expression in osteoblasts and
bone marrow stromal cells (Girasole et al., 1992). E2 also antagonizes IL-6
function by blocking IL-6-inducible signal transducer and activator of tran-
scription (Stat) 3 activity (Yamamoto et al., 2000). Both osteoblasts and bone
marrow stromal cells express the PRL-R (McAveney et al., 1996; Goffin et
al., 1999), which suggests that PRL may inhibit IL-6 expression in cells in
bone marrow. These studies show that PRL and E2 can inhibit IL-6 function
at multiple levels, including blocking IL-6 and IL-6 receptor gp130 expres-
sion as well as antagonizing IL-6 signaling potential.

Paradoxically, PRL and E2 contribute to hyperplasia and inflammation in the
prostate (Tangbanluekal and Robinette, 1993; Leav et al., 1999; van Coppenolle
et al., 2001). Transgenic mice overexpressing PRL develop enlarged prostates
(Wennbo et al., 1997). Exposure of rats to PRL and E2 results in prostate
inflammation, which is characterized by infiltration of lymphocytes and macro-
phages into the stromal compartment and of neutrophils into the lumen of the
dorsolateral lobe of the prostate gland (Tangbanluekal and Robinette, 1993;
Stoker et al., 1999; van Coppenolle et al., 2001). The rat dorsolateral prostate is
structurally and functionally most similar to the human prostate. PRL appears to
be a survival factor (Ahonen et al., 1999) and induces Bcl-2 expression in
prostate epithelial cells (van Coppenolle et al., 2001). Interestingly, E2 upregu-
lates IL-6 gene expression (Harris et al., 2000) and IL-6, in turn, induces
androgen receptor (AR) gene expression as well as AR function in prostate
epithelial cells (Lin et al., 2001). AR is required for PRL expression in the
prostate epithelium in vivo (Nevalainen et al., 1997). Thus, a complex positive
regulatory loop exists among the hormones, cytokines, and their receptors within
the prostate. How these interactions promote prostate inflammation, hyperplasia,
and cancer progression remains to be elucidated. Although the mechanisms
involved are not known, PRL and E2 can be anti-inflammatory or proinflamma-
tory, depending on the cell type, the tissue, and the physiological state of the
organ.
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D. PROLACTIN AND HEMATOPOIESIS

PRL and GH play a role in stimulating the hematopoietic system (Bellone et
al., 1995; Richards and Murphy, 2000). PRL enhances granulocyte/macrophage-
colony stimulating factor (GM-CSF)-mediated maturation of CD34� human
hematopoietic progenitor cells into erythroid precursors in culture (Bellone et al.,
1995). Pharmacologic levels of PRL increase the hematopoietic progenitors of
the myeloid (colony-forming unit-granulocyte macrophage, or CFU-GM) and
erythroid (blast-forming unit-erythocyte, or BFU-E) lineages in the bone marrow
and spleen, during myelosuppression following treatment for HIV infection or
bone marrow transplantation (Richards and Murphy, 2000). PRL also increases
the number of progenitors of other immune cell lineages, including T cells, B
cells, and NK cells (Bellone et al., 1995). In various diseases, PRL antagonizes
the immunosuppressive effects of transforming growth factor-beta (TGF-�)
(Richards et al., 1998), tumor necrosis factor alpha (TNF�) (Luo and Yu-Lee,
2000), or corticosterone (LaVoie and Witorsch, 1995; Buckley, 2001) and thus
may enhance recovery of the hematopoietic system. In the pregnant maternal
uterus, several PRL-like proteins (PLP) interact with immune function cells. The
trophoblast-derived PLP-A binds to and inhibits maternal NK cells to ensure
successful fetal development (Muller et al., 1999). The placental-derived PLP-E
binds to megakaryocytes and promotes their differentiation and maturation, in
preparation for accelerated platelet production during pregnancy (Lin and Linzer,
1999). Thus, placental PRL-like hormones play novel roles in regulating hema-
topoiesis during pregnancy.

In the following section, we will consider some of the mechanisms by which
PRL mediates such diverse biological responses. Our studies on PRL signaling
to the master immune regulator gene IRF-1 provide some insight into how PRL
activates or inhibits gene transcription. These analyses may help to elucidate how
PRL can be anti-inflammatory in one tissue but proinflammatory in another or
how PRL can exacerbate autoimmune diseases.

III. Prolactin Receptor Signaling

A. PRL-R STRUCTURE AND FUNCTION

The diverse activities of PRL are mediated by the PRL-R, which is
expressed on many cell types. Several receptor forms exist, including the long
(85–90 kDa) and short (42 kDa) PRL-R, which result from differential
splicing of 3� end cytoplasmic domain exons from a single gene (Goffin and
Kelly, 1997). A naturally occurring intermediate PRL-R form (65 kDa) is
found in rat Nb2 T lymphoma cells and results from an in-frame truncation
in the cytoplasmic domain. Several intermediate PRL-R forms with varying
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cytoplasmic domains have been reported in human mammary as well as
prostate tumors but their functional significance remains unclear (Clevenger
et al., 1995). The intermediate Nb2 PRL-R is more potent than the long
PRL-R in both mitogenic (Yu-Lee et al., 1998) and lactogenic (Goffin et al.,
1999) signaling. The short PRL-R is suggested to modulate the activity of the
long or Nb2 PRL-R by engaging them in heterodimer complex formation,
thereby modulating their signaling capacity (O’Neal and Yu-Lee, 1994;
Goffin et al., 1999). Whether the short PRL-R has independent functions is
unclear. In Nb2 T cells, where PRL-R is abundant (12,000 PRL-R/cell), only
30% occupancy of surface PRL-R is needed to elicit maximal proliferative
response (Gertler, 1997).

1. Receptor Motifs

Several motifs in the PRL-R intracellular domain are important for signal
transduction. A proline-rich motif (I-F-P-P-V-P-X-P) proximal to the transmem-
brane domain is critical for interacting with the protein tyrosine kinase (PTK)
Janus activating kinase 2 (JAK2) (Goffin et al., 1999). Upon receptor dimeriza-
tion and JAK2 activation, several receptor tyrosine residues are phosphorylated,
presumably by JAK2. Phosphorylated receptor tyrosine residues provide ‘dock-
ing sites’ for the binding of src homology domain 2 (SH2)-containing proteins,
including Stat1, -3, and -5; phosphatases; and other adaptor molecules (Shuai,
2000). In the Nb2 PRL-R, the last tyrosine Y382 or its equivalent Y580 in the
long PRL-R is important for signaling via Stat5 (Goffin et al., 1999), while both
Y309 and Y382 are needed for signaling via Stat1 to an immediate early-
response gene IRF-1 (Wang et al., 1997).

2. PRL-R-interacting Proteins

Using the intracellular domain of the PRL-R in a genetic screen, we isolated
an enzyme, 2�5�-oligodenylate synthetase (OAS), as a PRL-R-interacting protein
(McAveney et al., 2000). Interestingly, OAS is acting more as an adaptor
molecule than as an enzyme involved in regulating RNA metabolism. In this
unconventional capacity, OAS interaction with the PRL-R reduces Stat1 phos-
phorylation and DNA-binding activity, which leads to a reduction in IRF-1
promoter activity. In contrast, OAS increases Stat5 DNA binding and �-casein
promoter activity (McAveney et al., 2000). Thus, OAS interaction with the
PRL-R enhances PRL-mediated differentiated functions. Consistent with this
observation, IFN�-inducible OAS expression is correlated with increased Stat5-
mediated differentiated functions in the pregnant ovine endometrium (Johnson
et al., 2001).
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B. PROLACTIN-INDUCIBLE KINASE PATHWAYS

1. JAK/Stat Pathway

The best-described signaling pathway activated by PRL is the JAK/Stat
pathway (Schindler, 1999) that is commonly used by hematopoietin/cytokine
receptors. JAK2 is prebound to the inactive PRL-R monomer, in contrast to other
cytokine receptors where JAK PTKs are recruited into the receptor complex upon
ligand binding (Yu-Lee and Jeay, 2001). Upon PRL binding and PRL-R ho-
modimerization, JAK2 becomes activated and further phosphorylates down-
stream targets, including tyrosine residues on the PRL-R itself and Stat factors
(Goffin et al., 1999). Stat1, -3, and -5 are activated by tyrosine phosphorylation
to form homo- (Stat1/1, Stat3/3, Stat5/5) or heteromeric (Stat1/3) complexes,
translocate into the nucleus, bind to conserved DNA elements called interferon
(IFN) gamma-activated sequence (GAS), and regulate gene transcription. Since
all of the components along the JAK/Stat pathway pre-exist in the cytoplasm,
PRL-R signaling is initiated within 1–5 minutes by a series of phosphorylation
events. PRL-inducible transcription of target genes is detected in the nucleus
within 5–10 minutes.

2. Parallel Kinase Cascades

Other PTKs are activated by PRL stimulation, including Fyn, Src, Ras, and
Raf, as well as serine/threonine kinases such as ZAP-70, PI3 kinase, Akt,
mitogen-activated protein kinase (MAPK), jun kinase (JNK), and protein kinase
C (Clevenger and Kline, 2001). Coordination of parallel kinase cascades with the
JAK/Stat signaling pathway likely determines specific patterns of gene expres-
sion in various PRL-responsive cells and tissues. The pleiotropic actions of PRL
on cellular proliferation, differentiation, apoptosis, or cell survival will depend on
the interactions among these parallel kinase cascades.

IV. PRL-inducible Signaling Molecules

A. STAT FACTORS

Stat factors are a family of latent cytoplasmic transcription factors that
mediate signaling from cytokine receptors (Horvath, 2000; Shuai, 2000). Seven
mammalian Stat genes (Stat1–4, -5a, -5b, and -6) have been identified, each
encoding a protein � 750–800 amino acids in size with conserved functional
domains. These include a coiled-coiled domain; DNA-binding domain; linker
domain; SH2, a critical tyrosine residue that is important for dimerization,
nuclear translocation, and DNA binding; and a carboxyl-terminus transactivation
domain (Horvath, 2000). Additional post-translational modification – such as
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serine phosphorylation (Decker and Kovarik, 1999; Kovarik et al., 2001),
methylation (Mowen et al., 2001), and acetylation (Shankaranarayanan et al.,
2001) – further contribute to the ability of Stat factors to regulate gene transcrip-
tion. Stat1, -3, -5a, -5b, and -6 have naturally occurring splice variants in the
carboxyl terminus, generating dominant-negative � isoforms that can bind DNA
but lack intrinsic transactivation activity (Horvath, 2000). Stat factors utilize
various domains to interact/cross talk with a diverse set of proteins, to transduce
signals from the cytoplasm into the nucleus and to regulate gene transcription.

B. STATS INTERACT WITH CYTOPLASMIC PROTEINS

In addition to interacting with components of the cytokine receptor complex,
Stats can interact directly with JAK PTK. The coiled-coil domain of Stats (except
Stat2) can interact with the cytoplasmic N-myc interacting protein (Nmi) (Zhu et
al., 1999), forming a Stat/Nmi complex that enhances Stat transactivation
potentials. Other Stat-interacting proteins include Stat3-interacting protein
(StIP1), which interacts with both JAK2 and Stat3 (Collum et al., 2000), and
protein inhibitor of activated Stats (PIAS) (Shuai, 2000), which downregulates
Stat transcriptional activity. Stats also can interact with Src, in one case as an
adaptor molecule (Pfeffer et al., 1997) and in another to potentiate Src-mediated
cytoskeletal changes in transiently transfected cells (Kabotyanski and Rosen,
2002). Further, in addition to monomers, dimers, and tetramers, Stats can be
found in large (i.e., 1- to 4-MDa) cytoplasmic ‘statosome’ complexes (Sehgal,
2000), which are thought to contain accessory molecules that facilitate Stat
recruitment to the receptor complex as well as Stat translocation into the nucleus.
Stat1 also interacts in the cytoplasm with the nuclear transport importin �/�
complex for transport into the nucleus (Sekimoto et al., 1997). Thus, in the
cytoplasm, Stats interact with numerous proteins and acquire signal-transducing
capability.

C. STATS INTERACT WITH NUCLEAR PROTEINS

Activated Stat complexes translocate into the nucleus within minutes (Hor-
vath, 2000). Once in the nucleus, Stats interact with nuclear proteins, bind to
cognate DNA elements (interferon-stimulated response elements (ISRE) or
GAS), and regulate gene transcription. The transactivation potentials of Stats are
modulated by interactions with nuclear proteins such as p48 (a member of the
IRF family), IRF-1, c-jun, Sp1, Src, nuclear hormone receptors, MCM5 and
BRCA1 (Chatterjee-Kishore et al., 2000; Horvath, 2000; Shuai, 2000), and with
various coactivators (Collingwood et al., 1999). Coactivators not only facilitate
interactions of transcription factors with components of the basal transcription
machinery but many coactivators also exhibit intrinsic histone acetyltransferase
(HAT) activities, which modify histones and remodel chromatin at promoters,
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resulting in transcriptional activation of genes. Stat1 interacts with three regions
within the coactivator protein cyclic AMP response binding protein (CBP)/p300
(Horvath, 2000). Interestingly, one of these regions also interacts with Stat5,
leading to the speculation that Stat5 competition with Stat1 for binding to
CBP/p300 forms one basis for competitive interactions between these two Stats
at target promoters (Collingwood et al., 1999; Luo and Yu-Lee, 2000). Thus,
coactivators can integrate the activities of DNA-binding proteins to activate gene
transcription or can be a target of competitive binding between nuclear factors,
which may inhibit gene transcription.

V. Prolactin Regulation of IRF-1 Transcription

As one approach to understanding PRL action in the immune system, we
cloned a panel of immediate early-response genes from a rat T-lymphoma cell
line, Nb2. One of these genes is the transcription factor IRF-1 (Yu-Lee et al.,
1990). IRF-1 is an important immune response mediator. Its regulation by PRL
may elucidate a role for PRL in modulating the immune response.

A. IRF-1 AND IMMUNITY

IRF-1 belongs to a small family of nine IRF proteins (Sato et al., 2000).
IRF-1 regulates the expression of a number of genes important for mediating
antiviral and antibacterial responses, T-helper 1 immune responses, macrophage
and dendritic cell function, NK-cell differentiation, cell-cycle progression, and
apoptosis (Taniguchi et al., 2001). Thus, IRF-1 plays an important role in
mediating host immune defense. In humans, IRF-1 mutations and/or deletions are
correlated with a high incidence of leukemias and myelodysplasia (Taniguchi et
al., 2001), suggesting that IRF-1 is a tumor suppressor gene. In view of the
diverse functions of IRF-1, its unique response to PRL stimulation (Yu-Lee et al.,
1990; Stevens et al., 1995), and the ubiquitous expression of the PRL-R on
immune function cells (Goffin et al., 1999; Matera et al., 2001), we suggest that
PRL, through the JAK/Stat/IRF-1 pathway, modulates the biological activities of
many cell types and tissues as well as aspects of the immune response (Yu-Lee
et al., 1998).

B. POSITIVE SIGNALING TO IRF-1

Consistent with its multifunctional role in mediating diverse immunological
functions, IRF-1 expression is regulated by a wide variety of signals (Taniguchi
et al., 2001). PRL stimulates IRF-1 gene expression in normal rat leukocytes
derived from the bone marrow and spleen (Dogusan et al., 2000) and in human
granulocytes (Dogusan et al., 2001). In rat Nb2 T cells, PRL stimulates IRF-1
gene transcription in a distinct manner over the cell cycle, with a transient but
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dramatic 25-fold induction during early G1 and a second peak of induction at the
G1/S transition (Stevens et al., 1995). PRL-inducible G1 transcriptional response
is mediated by at least three factors assembled at the IRF-1 promoter: inducible
Stat1 binding to a GAS element at �120 bp (Stevens et al., 1995), constitutive
Sp1 binding at �200 bp (McAlexander and Yu-Lee, 2001b), and protein-protein
interaction between Stat1 and the coactivator CBP/p300 (Luo and Yu-Lee, 2000)
(Figure 1A). Our working model is that, upon PRL stimulation, activated Stat1
binds to the IRF-1 GAS. Together with the pre-bound Sp1, it forms an enhance-
osome (assembly of transcription factors) (Carey, 1998), which recruits coacti-
vators such as CBP/p300 and cofactor required for Sp1 (CRSP) (Ryu et al.,
1999), as well as the general transcription machinery for transcriptional activa-
tion of the IRF-1 gene. Additionally, chromatin modification has been shown to
play an important role in transcriptional regulation. By using chromatin immu-
noprecipitation (ChIP) assays, more acetylated histone H4 is found to associate
with the IRF-1 promoter, indicating a more ‘active’ chromatin conformation in
response to PRL stimulation, concomitant with the increase in IRF-1 gene
transcription during G1 (McAlexander and Yu-Lee, 2001a). Thus, a combination
of factors – including PRL-inducible Stat1, constitutively bound Sp1, and
coactivators with their associated chromatin remodeling HAT activities – coor-
dinate PRL stimulation of IRF-1 gene transcription in vivo.

C. NEGATIVE SIGNALING TO IRF-1

Much less is known about signals that shut off IRF-1 gene transcription. In
Nb2 T cells, PRL also activates Stat5 to bind as a minor component in the G1
PRL-inducible IRF-1 GAS complex (Wang and Yu-Lee, 1996). Surprisingly, the
functional consequence of Stat5 interaction at the IRF-1 promoter is one of
transcriptional repression rather than transcriptional activation (Luo and Yu-Lee,
1997,2000). Stat5 does not interact directly with Stat1 (Greenlund et al., 1995)
nor does Stat5 compete with Stat1 for binding to the IRF-1 GAS. In transient
transfection studies, Stat5 appears to compete with Stat1 for the coactivator
p300/CBP via protein/protein interactions to inhibit PRL signaling to the IRF-1
promoter (Figure 1B) (see Section VI). However, the in vivo mechanism
involved in Stat5-mediated negative signaling to the IRF-1 gene is unclear. In
vivo, Stat5 can act as a transcriptional repressor. In Stat5a/Stat5b double KO
mice, ‘increased expression’ of genes, including the IRF-1 gene (T. Teixeira,
unpublished results), has been observed. This suggests that Stat5 normally
represses these genes in vivo (Teglund et al., 1998). In the virgin and early
pregnant mammary gland, a high level of Stat1 tyrosine phosphorylation (Liu et
al., 1996) correlates with elevated IRF-1 gene expression. In contrast, in the late
pregnant and fully differentiated lactating gland, a high level of activated Stat5
is correlated with the complete absence of IRF-1 gene expression (T. Teixeira,
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unpublished observations). These observations support our model that PRL-
inducible Stat5 is involved in negative signaling to the IRF-1 promoter. Other
mechanisms for transcriptional shutoff may exist, such as PRL-inducible Stat5
activating a repressor to shut off IRF-1 gene transcription. In this regard, the
PRL-inducible suppressors of cytokine signaling (SOCS) proteins can bind to the

FIG. 1. Model of positive and negative signaling to the interferon regulatory factor-1
(IRF-1) gene. (A) A number of mediators positively regulate prolactin (PRL) stimulation of
IRF-1 gene transcription. These include PRL-inducible Stat1, the constitutive factor Sp1, and the
coactivator p300/CBP, which enhances Stat1 activation of the IRF-1 promoter. (B) PRL-
inducible Stat5 inhibits IRF-1 transcription. Although competition for the coactivator p300/CBP
appears to be involved (Luo and Yu-Lee, 1997,2000), the in vivo mechanism of inhibition at the
IRF-1 promoter is as yet unclear. (C) The IRF-1 promoter can be activated via PRL-inducible
Stat1 as well as by tumor necrosis factor alpha (TNF�)-inducible nuclear factor kappa B (NF�B)
binding to their respective response elements. In this model of positive and negative cytokine
signal cross talk, Stat1 synergizes with NF�B but Stat5 antagonizes NF�B signaling to the IRF-1
promoter. Additional factors that can be recruited by Stats or NF�B to regulate IRF-1 promoter
activity are indicated in gray.
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PRL-R and turn off signaling at the receptor level in a negative-feedback loop
(Naka et al., 1999; Tam et al., 2001).

Interestingly, fewer acetylated histones are associated with the IRF-1 pro-
moter at 4 hours after PRL stimulation, when the transcriptional activity of the
IRF-1 gene has returned to baseline (McAlexander and Yu-Lee, 2001a). Thus, a
less-active chromatin conformation at the IRF-1 promoter is associated with
transcriptional inactivity at the IRF-1 gene. Whether Stat5, co-repressors, and/or
histone deacetylase (HDAC) activities are involved in IRF-1 transcriptional
shutoff is currently unknown. Our studies show a correlation between the pattern
of histone acetylation/deacetylation and biphasic transcription of the IRF-1 gene,
implicating histone modification and changes in chromatin structure in PRL
regulation of the IRF-1 gene transcription in vivo.

VI. Stat5 and NF�B Cross Talk

A. NF�B SIGNALING

The generality of Stat5 acting as a transcriptional inhibitor at the IRF-1
promoter is further illustrated by showing that Stat5 inhibits other signaling
molecules that also activate the IRF-1 promoter. One such molecule is NF�B.
NF�B initially was identified as a nuclear factor that binds to the immunoglob-
ulin kappa light chain gene enhancer in B cells. It is now known to be widely
distributed in all cell types (Israel, 2000; Baldwin, 2001). NF�B was the first
transcription factor family shown to reside basally in the cytoplasm but, upon
stimulation, translocates into the nucleus to regulate gene transcription. NF�B is
comprised of several members, including p65/RelA, RelB, c-Rel, p50, and p52.
The most abundant form of NF�B is a heterodimer of p50/p65, which is
inducible by a wide variety of signals. In unstimulated cells, NF�B is sequestered
in a complex with its inhibitor I�B (Israel, 2000). Upon activation, NF�B is
released through I�B turnover, a process that involves I�B phosphorylation,
ubiquitination, and degradation via the proteasome pathway. Once in the nucleus,
NF�B interacts with multiple factors and the basal transcription machinery to
regulate gene transcription.

B. STAT5 ANTAGONIZES NF�B SIGNALING

In addition to the Sp1 and GAS elements that mediate positive PRL
signaling, an NF�B site mediates TNF� induction of the IRF-1 promoter (Figure
1C). PRL-inducible Stat1 synergizes with TNF�-inducible NF�B to activate the
IRF-1 promoter (Luo and Yu-Lee, 2000). In contrast, PRL-inducible Stat5
inhibits NF�B-mediated signaling to the IRF-1 promoter. Additionally, PRL-
inducible Stat5 potently inhibits NF�B-mediated signaling to promoters that
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contain only NF�B binding sites. This observation is significant, as it greatly
expands potential targets of Stat5 regulation – in particular, Stat5 inhibition.
Interestingly, negative cross talk between Stat5 and NF�B is reciprocal in the
mammary gland, as NF�B inhibits milk protein �-casein gene expression
(Geymayer and Doppler, 2000). This NF�B-dependent inhibition involves a
reduction in Stat5 tyrosine phosphorylation in the pregnant gland. We speculate
that during mammary gland development, Stat1 and NF�B synergize to activate
the IRF-1 gene in the virgin and early pregnant gland, while in the lactating
gland, Stat5 coupled with a significant reduction in NF�B levels prevents IRF-1
expression but maximally induces �-casein expression. To confirm our model of
positive and negative signaling to the IRF-1 promoter, ChIP assays employing
antibodies against Stat1, Stat5, p300 coactivator, and perhaps co-repressors will
be used to identify which factors are recruited to the IRF-1 promoter in response
to PRL stimulation in a temporally distinct manner to regulate IRF-1 gene
transcription in vivo.

VII. Positive and Negative Regulation by Stats

In addition to the well-described functions of Stats as positive mediators of
cytokine signaling, several lines of evidence now show that Stats can function as
transcriptional repressors. Stat1 has been shown to mediate IFN�-dependent
activation or repression of target genes (Ramana et al., 2000). In Stat5a/Stat5b-
deficient mice, the expression of some Stat5 target genes is found to be elevated,
suggesting a relief of Stat5-mediated repression in vivo (Teglund et al., 1998).
These findings support the physiological relevance of our observation that Stat5
acts as a transcriptional repressor at the IRF-1 promoter (Luo and Yu-Lee, 2000).
Whether Stat5 is acting directly or through a Stat5-inducible factor to repress
IRF-1 gene transcription is yet to be determined. We speculate that negative cross
talk between Stat5 and NF�B, Smad, or glutocorticoid receptor (GR) could, in
part, explain how PRL antagonizes TNF�, TGF�, or glucocorticoid signaling,
respectively, at target genes. It is now known that conformational changes
induced by ligand binding to nuclear hormone receptors, coupled with the levels
of coactivators or co-repressors present, determine the biological activities of the
receptor complex on target gene transcription (e.g., by changing an estrogen
antagonist into an agonist) (Lavinsky et al., 1998; McDonnell, 1999). While the
mechanistic details are still unclear, transcriptional regulation by Stats is a
complex process. Stats can act as transcriptional activators or transcriptional
repressors, depending on the promoter context, the concentrations of available
coactivators and co-repressors, the presence of other DNA-binding proteins, and
the stage of differentiation of the target cell and tissue.
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VIII. Concluding Remarks

PRL is a versatile neuroendocrine hormone that also works as a locally
produced cytokine. In this capacity, PRL regulates a wide range of physiological
responses and a correspondingly wide range of target genes. A large panel of
PRL-inducible genes in proliferating Nb2 T cells has been identified (Bole-
Feysot et al., 2000). A handful of other genes has been studied to understand
PRL-mediated differentiative functions and cell survival responses. Interestingly,
a recent study shows fine differences in PRL signaling in different populations of
blood leukocytes (Dogusan et al., 2001). PRL activates Stat5 and SOCS3 in
peripheral blood mononuclear cells, while PRL activates Stat1 and SOCS2 in
human granulocytes. Whether this difference in initial signaling components and
target gene activation translates into functional differences in PRL action in these
two leukocyte populations remains to be determined. At present, the details of
what regulates the qualitative differences in PRL signaling are not understood. It
is likely that a combination of steady-state levels, availability and activation of
Stats, the levels of coactivators and co-repressors, and even the type of SOCS
proteins induced by PRL (Tam et al., 2001) contributes to the tissue-specific or
cell-type specific responses to PRL. The challenge is to identify and quantify
these differences at the gene and protein levels. A further challenge is to analyze
these differences in the context of normal versus pathological states. Future
studies will employ a wide variety of approaches to fill in this gap in knowledge.
These include DNA microarray; ChIP assays; transgenics overexpressing PRL or
mice deficient in PRL, PRL-R, Stat5a, Stat5b or Stat5a/Stat5b; and proteomic
technologies. Crossing the PRL-R KO with autoimmune disease strains of mice,
for example, will better elucidate how PRL functions as a homeostatic molecule
in modulating immune, autoimmune, and inflammatory responses.
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